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Abstract

The automatic generation of Multiple Choice
Questions (MCQ) has the potential to reduce
the time educators spend on student assess-
ment significantly. However, existing evalu-
ation metrics for MCQ generation, such as
BLEU, ROUGE, and METEOR, focus on the
n-gram based similarity of the generated MCQ
to the gold sample in the dataset and disre-
gard their educational value. They fail to eval-
uate the MCQ’s ability to assess the student’s
knowledge of the corresponding target fact. To
tackle this issue, we propose a novel automatic
evaluation metric, coined Knowledge De-
pendent Answerability (KDA), which mea-
sures the MCQ’s answerability given knowl-
edge of the target fact. Specifically, we first
show how to measure KDA based on stu-
dent responses from a human survey. Then,
we propose two automatic evaluation metrics,
KDAdisc and KDAcont, that approximate
KDA by leveraging pre-trained language mod-
els to imitate students’ problem-solving behav-
ior. Through our human studies, we show that
KDAdisc and KDAcont have strong corre-
lations with both (1) KDA and (2) usabil-
ity in an actual classroom setting, labeled by
experts. Furthermore, when combined with n-
gram based similarity metrics, KDAdisc and
KDAcont are shown to have a strong predic-
tive power for various expert-labeled MCQ
quality measures. 1

1 Introduction

Multiple-Choice Question (MCQ), comprised of
a question stem, an answer, and a set of distrac-
tors, is one of the most widely used student assess-
ment tools. Since manually generating exam-style
questions is a complex, labor-intensive process
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riiid/question-score

(a) Bad question (too easy)

(b) Good question

Figure 1: Problem formulation. A multiple-choice ques-
tion designed to test the knowledge of a target fact must
satisfy the following criterion: a question has to be an-
swered by only a student who knows the fact, not a
student who doesn’t.

that requires training, experience, and resources,
automatic question generation (AQG) techniques
were introduced (Kurdi et al., 2020). If automatic
MCQ generation methods develop to a level that re-
quires only minor adjustments by educators, it can
meet the real-world demand for creating a massive
amount of MCQ sets in seconds.

Despite the importance of AQG in educational
purposes, the task did not receive much atten-
tion and was not actively introduced in the ed-
ucation field due to the limitation of evaluation
methods. Previous AQG works mostly evaluate
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their methods based on how similar the gener-
ated questions/distractors are to the gold ques-
tions/distractors, using n-gram based similarity
metrics such as BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), METEOR (Banerjee and
Lavie, 2005), or BERTScore (Zhang et al., 2019).
However, all metrics mentioned above share the
following limitations: (1) reliability of the evalua-
tion depends on the quality of the reference dataset
against which similarity is measured, and (2) n-
gram-based similarity of a question does not di-
rectly measure the usability of the question as an
assessment tool. Though a prior work (Nema and
Khapra, 2018) proposed an alternative metric of an-
swerability, the suggested metric does not account
for whether the question’s answerability crucially
depends on knowledge of the target fact and also
requires reference made by humans. AQG will be
applied in the real-world much more easily if we
address these limitations.

To this end, this paper suggests a new evaluation
criterion for MCQ generation, coined Knowledge
Dependent Answerability (KDA). KDA mea-
sures whether a real student who got the problem
wrong can choose the correct answer after gaining
the knowledge the problem wants to test. KDA is
based on the rationale that a well-designed MCQ
should be answerable if the student knows the tar-
get fact being tested, which is briefly described in
Figure 1.

However, as such human-dependent measure-
ment is hard to be applied in real world scenario,
we propose two automatic variants, KDAcont and
KDAdisc. To automate the measurement of
KDA, we regard the Pre-trained Language Mod-
els (PLMs) as question solvers that imitate stu-
dents, based on the fact that large PLM’s have
strong question-answering abilities (Zhu et al.,
2021; Roberts et al., 2020). To show the validity of
the metrics, we ask two research questions: RQ1)
When replacing students with PLMs, do the auto-
mated metrics (KDAcont and KDAdisc) behave
similarly to KDA ? and RQ2) Can we use MCQs
with high KDAcont and KDAdisc in education
field meaningfully?

To answer these research questions, we asked
116 students to solve 480 MCQs, which include
both automatically generated questions by various
methodologies and gold questions from three MCQ
datasets. Among them, 96 questions were randomly
selected, and a qualitative survey was conducted

with experts to see if they were suitable for educa-
tional use. Through our experiments, we demon-
strate that KDAdisc and KDAcont both have a
strong correlation not only with KDA as measured
based on student responses but also with expert Lik-
ert score that measures the MCQ’s overall usability
in the classroom setting.

Our main contributions are as follows:

• We propose a novel, reference-free met-
ric Knowledge-Dependent Answerability
(KDA) that evaluates given MCQ’s value as
an assessment tool, and two automatic alterna-
tives (KDAdisc, KDAcont) of approximat-
ing KDA with PLMs.

• We validate the usability of KDAdisc and
KDAcont through extensive human studies.

• We release our code for KDA, in order to
facilitate usage in public domain.

2 Related Work

2.1 Multiple-Choice Question Generation
Multiple choice question (MCQ) is comprised of a
question, an answer, and a set of distractors. MCQ
makes student assessment feasible, as it disam-
biguates a question by providing options to choose
from (Rachmat and Arfiandhani, 2019). Especially,
there have been multiple findings that active learn-
ing through question answering helps increasing
learning gain of students (Crouch and Mazur, 2001;
Koedinger et al., 1997; Wang et al., 2022). How-
ever, instructors suffer from generating high quality
MCQs due to their limited resources.

Accordingly, there have been various attempts
at automating MCQ generation. Here, we briefly
review the automatic MCQ generation with regards
to two important components: (1) question genera-
tion and (2) distractor generation.

Question Generation Question Generation (QG)
is usually formulated as a task where an appropriate
question must be generated given a reference docu-
ment (Duan et al., 2017), where generated question
can be answered from the reference document. For
MCQ generation, target answer is usually given
with the reference document, which serves as the
answer for the generated question (Vachev et al.,
2022). With the advent of deep learning, various
neural networks have been used for QG: LSTM-
based (Dong et al., 2018) and transformer-based
(Laban et al., 2022; Hosking and Riedel, 2019).

10513



Distractor Generation The goal of Distractor
Generation (DG) is to receive a reference docu-
ment, a question, and a target answer as inputs, and
then output a set of distractors. There are mainly
two classes of DG methods, namely, knowledge-
based DG and language model-based DG.

Here, we regard knowledge-based DG as the
superset of ontology-based DG and Knowledge-
Driven DG. Historically, ontology-based DG was
first proposed, which retrieves distractors that
are similar to the answer according to the given
domain-specific ontology (Alsubait, 2015). More
recently, Knowledge-Driven DG has been pro-
posed (Ren and Zhu (2021); KDDG), which uses a
general-purpose knowledge base to select a pool of
distractors, then rank the distractors using a feature-
based model. In general, while knowledge-based
DG provides plausible distractors semantically sim-
ilar to the answer, they heavily rely on the quality
of the knowledge base, and offer limited scalability.

To overcome the limitations of knowledge-based
DG, recent works leveraged PLMs for DG (Chung
et al., 2020; Vachev et al., 2022). Specifically, by
fine-tuning a PLM to replicate gold distractors
given the corresponding question and answer, the
PLM learns how to make sensible distractors with-
out relying on a knowledge base.

In this work, we employ T5 (Vachev et al., 2022)
for both question generation and distractor gener-
ation due to its superior performance. Further, we
implement KDDG and evaluate its performance
using our proposed evaluation metric to represent
knowledge-based DG.

2.2 Automatic Evaluation of MCQs

Following most works in language generation, prior
works in QG and DG rely on n-gram similarity-
based metrics such as BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), and METEOR (Banerjee and
Lavie, 2005) for automatic evaluation. BERTscore
(Zhang et al., 2019) improves upon these metrics
by performing n-gram matching with BERT-based
contextualized embeddings. However, all of the
aforementioned metrics only consider how similar
the generated output is to the gold samples (Nema
and Khapra, 2018), and fail to consider the value of
generated questions as a student assessment tool.

To address this issue, (Nema and Khapra, 2018)
considers Answerability of the question. In particu-
lar, they first collect human scores on whether an
MCQ is answerable, then suggests four features for

predicting the answerability score: relevant words,
named entities, question words, and function words.
Answerability metric is then defined as a learned
weighted sum of the above features extracted from
human, showing improved correlation with human
judgement upon BLEU. Q-BLEU, which combines
Answerability and BLEU, is shown to improve
upon BLEU in terms of correlation with human
judgment. However, this approach requires human
annotations, and it is unlikely that results in one
domain will extend to another. Also, the suggested
answerability does not account for the source text
given with the MCQ. (Wang et al., 2022) points
out the low adoption of QG Systems in classrooms,
requesting the QG system researchers to focus on
educational needs.

3 Knowledge Dependent Answerability

To properly evaluate the question’s answerability,
we propose to measure Knowledge Dependent An-
swerability (KDA). In particular, for each MCQ,
we measure the proportion of students who an-
swer the question correctly when they know the
target fact being tested. Our rationale is that a good
MCQ’s answerability must crucially depend on the
knowledge of the target fact. Then, in order to au-
tomatically measure KDA without human trials,
we replace the students with Pre-trained Language
Models based on their question-answering abilities
(Zhu et al., 2021; Roberts et al., 2020).

3.1 Measuring KDA with student responses

Our goal is to measure the probability that a stu-
dent will answer the MCQ correctly given that they
know the target fact being tested. For this, we con-
sider the participants who initially answer the target
fact’s pair question incorrectly as the ones who do
not know the target fact. Then, we count the subset
of those participants who answer the question cor-
rectly after the fact is shown. In other words, we
measure the following:

KDA(q) = P (Rq+f = 1 |Rq = 0) (1)

≈
∑

j (1− rqj )r
q+f
j∑

j (1− rqj )
,

where Rq and Rq+f represent binary random vari-
ables for answer correctness before and after show-
ing the fact, respectively. Here, lower-case vari-
ables represent sampled values, and j runs over all
samples collected from human participants.
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Figure 2: Flow diagram of human experiment and model inference. Left: human response phase and example.
Each phase of human experiment tests 40 facts. After solving all questions without fact, each student solves all
question again with corresponding fact. Right: inference of the language model. For several types of MCQ solver,
we inference twice — with, and without the target fact.

3.2 Measuring KDA with Language Models
In order to approximate KDA (Equation 1), we
use PLMs to emulate problem-solving students. In
particular, in order to obtain rq, we let the j-th
language model to predict the answer given ques-
tion q, as shown in Figure 2. We obtain rq+f

j sim-
ilarly, except we prompt the target fact in front
of the question, as shown in Figure 2. We pro-
pose two versions of PLM-based KDA, namely,
KDAdisc and KDAcont (disc for discrete, and
cont for continuous).

KDAdisc(q) =

∑
j (1− rqj )r

q+f
j∑

j (1− rqj )
. (2)

KDAdisc exactly replicates Equation 1, but the
binary values rqj and rq+f

j are obtained from vari-
ous PLM outputs instead of real students. Specifi-
cally, when the logit for the correct answer is the
largest among the options, rqj (or rq+f

j ) equals 1,
and otherwise 0.

KDAcont(q) =

∑
j P (Rq

j = 0)P (Rq+f
j = 1)∑

j P (Rq
j = 0)

,

(3)

With language models, we can utilize probabil-
ity outputs which may contain richer information
compared to discretized values. Thus, we further

propose the continuous version by replacing the
binary values of Equation 1 with probability out-
puts from the language models. KDAcont is inter-
preted as a weighted average of correctness prob-
ability P (Rq+f

j = 1) across models, weighted by
each model’s probability of incorrect response with-
out being shown the target fact. KDAcont is also
more stable than KDAdisc, as the denominator
of the Equation 2 can be zero if all model answer
correctly to the question without fact.

4 Experiments

In this section, we first discuss the settings of our
experiments to verify the efficacy of KDA, and
then describe student and expert studies we con-
ducted in detail. Lastly, we show our results for
respective experiments.

4.1 Preliminaries
We designed our experiments to answer the follow-
ing research questions:

• RQ1: Whether we can automatically measure
KDA with KDAdisc and KDAcont (Sec-
tion 4.2)

• RQ2: Whether KDA, KDAdisc, and
KDAcont correlate well with the judgments
of real-world educators (Section 4.3)

To answer these questions, we need MCQ Genera-
tor Models to create questions on several datasets
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OBQA TabMCQ SciQ

Fact predators eat prey
Urban sprawl creates
thermal pollution

Plant hormones are chemical signals
that control different processes in plants.

Question Predators eat
What type of pollution
does Urban sprawl create?

What chemical signals in plants
control different processes?

Answer bunnies thermal pollution plant hormones

Distractors
lions
humans
grass

air pollution
radioactive pollution
noise pollution

produce hormones
nitrogen hormones
Human Hormones

Table 1: Example questions from each dataset

and MCQ Solver Language Models to measure
KDAdisc and KDAcont.

MCQ Generator Models We divide MCQ Gen-
eration as only generating the distractors, and gen-
erating both distrators and question stem. 3 types
of MCQ Generator models were used: two of them
are of Distractor-only generation models and one
generates both the question stem and distractors.

We first discuss the Distractor-only Generation
models, which use fixed question stems provided
from the datasets. For knowledge-based DG, we
implemented KDDG (Ren and Zhu, 2021), which
picks distractor candidates from the knowledge-
base according to the topic distribution modeled
by LDA (Blei et al., 2003) and then ranks them
using learned features such as similarity to the an-
swer. Following the authors’ implementation, we
selected Probase (Wu et al., 2012) as the knowledge
base, and pair-wise LambdaMART ranker (Burges
et al., 2011) as the ranker. As for PLM-based
DG, we fine-tuned the T5-Large model (Raf-
fel et al., 2020) on the RACE dataset (Lai et al.,
2017), a large-scale reading comprehension MCQ
dataset. To be specific, following (Vachev et al.,
2022), we provided the question, answer, and the
reference document as an input, then obtained three
distractors. As shown in Table 3, the first distrac-
tors scored 46.59 BLEU1 on test data. We refer to
this model as T5DG.

For Question Generation (QG), we fine-tuned
T5-Large (Raffel et al., 2020) models on each
datasets to generate the question stems. The distrac-
tors are then generated with the above T5DG. This
model, which we refer to as QDG, scored BLEU1
of 19.4, 53.3, 65.9 in OBQA, TabMCQ, and SciQ,
respectively.

We prepared and evaluated MCQs generated by

Generator Distractors Question Stem

Human Human Human
KDDG KDDG Human
T5DG T5-DG Human
QDG T5-DG T5-QG

Table 2: Baseline Models for QG/DG

BLEU1 BLEU2 BLEU3 BLEU4

D1 46.59 38.33 34.31 32.02
D2 25.8 20.08 17.58 16.15
D3 28.33 23.07 20.73 19.46

Table 3: BLEU scores for T5-DG in RACE

four different MCQ generation pipelines, as shown
in Table 2. First, we evaluated MCQs generated
by KDDG and T5DG based on human-created
questions. Also, we evaluated MCQs whose ques-
tion stem and distractors are both model-generated.
Finally, we evaluated MCQs fully generated by
humans, i.e., both questions and distractors are
human-generated. More training details and results
are included in the Appendix.

MCQ Solver Language Models To calculate
KDAdisc and KDAcont, we prepare pre-trained
language models as general-purpose MCQ solvers.
In particular, in order to emulate students with var-
ious knowledge states and reasoning capabilities,
we prepared 18 different PLM’s of various types
and sizes. For T5 models, we used the ones fine-
tuned for Closed Book QA (Roberts et al., 2020).
For other models, we fine-tuned the models with
RACE dataset. A complete list of solver models
can be found in Appendix.
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OBQA TabMCQ SciQ All

KDAcont 0.73** 0.16 0.17 0.74**
KDAdisc 0.71** 0.3** 0.05 0.8**

BLEU 0.29** 0.14 0.16 0.26**
ROUGE-L 0.29** 0.14 0.18* 0.27**
METEOR 0.28** 0.12 0.14 0.21**

Table 4: Pearson Correlation between KDA and other
automatic evaluation metrics. Single (double) asterisk
denotes p-value under 0.05 (0.01). Best correlation re-
sults are marked bold per dataset.

Figure 3: Scatter plot of the result. x-axis : KDAcont,
soften KDA measured by language models. y-axis:
KDA, gold knowledge dependency measured by hu-
man solvers. The overall correlation between two met-
rics is 0.74

Datasets We used three real-world MCQ datasets
for our experiments. Every MCQ contained in each
dataset has three distractors and one answer.

• OpenBookQA (OBQA) (Mihaylov et al.,
2018) is comprised of 5,957 elementary-level
science questions. Answering the questions re-
quires multi-step reasoning and commonsense
knowledge.

• TabMCQ (Jauhar et al., 2016) contains 9,091
crowd-sourced MCQ science questions based
on fact-based relation tables.

• SciQ (Welbl et al., 2017) contains 13,679 sci-
ence exam questions about physics, chemistry,
and biology.

4.2 RQ1: Correlation of KDA and KDA∗

Setup To show that automatic evaluation metrics
KDAdisc and KDAcont indeed have strong cor-
relations with KDA, we conducted a large-scale
human study with 116 participants. We randomly
sampled 40 facts from each dataset (120 in to-
tal). Since we have four different MCQ genera-
tion pipelines for each fact, there were 4 different

Size and number of LMs KDA Likert

LMs < 1GB (4 LMs) 0.65 0.36
LMs < 1.5GB (4 LMs) 0.71 0.38
LMs < 1.5GB (11 LMs) 0.73 0.39
All LMs (18 LMs) 0.74 0.43

Table 5: Pearson Correlation of KDAcont with
KDA and expert Likert score by the model size.
We measured KDAcont by using different models as
solvers to show performance change along the number
of language models used to calculate KDAcont. Each
row of the table is obtained by using four small-size
models only, the same numbers of larger-size models,
11 models under larger sizes, and the entire models.

questions asking for the same fact. Thus, we ran-
domly mixed the questions from different models
and splitted participants into four groups. More
details can be found in the Appendix. The survey
proceeded in the following stages, where partici-
pants had to answer 120 questions for each stage:
1) Question solving without fact: We first asked
participants to solve the questions without showing
them the relevant target facts.
2) Question solving with fact: Then, we asked
participants to solve the questions with the relevant
target facts given.

Results As seen in Table 4, both KDAdisc and
KDAcont show significantly higher correlation
with KDA compared to n-gram based similarity
metrics such as BLEU, ROUGE, and METEOR
(0.74 and 0.80 respectively, with p < 0.01). This
shows that ngram-based similarity metrics do not
faithfully represent the MCQ’s assessment value,
while KDAdisc and KDAcont can provide in-
sight into the MCQ’s assessment capabilities by
considering language models’ problem solving be-
havior.

Note that correlations may vary significantly
across datasets due to different dataset charac-
teristics. For example, although KDAdisc and
KDAcont correlate strongly with KDA for
OBQA, the correlation is not as strong for TabMCQ
and SciQ. This is because questions in OBQA
require multi-step reasoning and commonsense
knowledge (average correctness of 0.71 after hu-
man participants are shown the facts), while
TabMCQ and SciQ mostly contain easy ques-
tions that are simple paraphrases of the relevant
facts (corresponding human average correctness
of 0.99 and 0.96, respectively). Therefore, while
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Score Descriptions

4 [Strongly Agree] This question can be readily used in the classroom.
3 [Agree] Despite some minor flaws, I’m willing to use this question to test the fact in a classroom
2 [Disagree] This question has some major flaws that needs to be revised for educational use in a classroom.
1 [Strongly Disagree] This question should be changed completely to be used in a classroom.

Table 6: Response types for the following question: On a scale of 1-4, how would you evaluate this question to be
used in a classroom to test the fact below?

Figure 4: Cumulative graph showing how the accep-
tance rate of questions above a specific KDAcont value
changes. Given KDAcont = 0.2, y-axis value is the ra-
tio of question that got accepted among questions with
KDAcont over 0.2. 61%, 51%, 39%, and 19% of total
questions has KDAcont over 0.6, 0.7, 0.8, and 0.9, re-
spectively. Thus, there are enough samples for each bin
of KDAcont threshold.

language models may find MCQs from TabMCQ
and SciQ relatively easy, human participants found
the MCQs too easy, leading to a relatively weak
correlation. This can be seen in Figure 3, where a
lot of data points for OBQA and SciQ can be found
around y = 1.0.

In addition, Table 5 shows the performance en-
hancement as models’ size and the number of mod-
els increase. We believe a better correlation can be
obtained when we use larger language models with
improved reasoning capabilities to better imitate
human problem solvers.

The results were obtained from a distribution in
which a sufficient amount of samples existed even
in a significant interval.

4.3 RQ2: Expert Judgment on KDA∗

Setup To see whether KDA can measure the
educational value of MCQs in a real-world class-
room setting, we conducted a survey with previous
or current secondary school science teachers. In
particular, we randomly sampled 8 facts (32 ques-
tions) from each dataset (24 facts, 96 MCQs in

Figure 5: Regression graph of the number of expert
labels by increasing KDAcont of each question. The
x-axis is KDAcont, and the y-axis is the number of flaw
labels responded to by experts for each question with
specific KDAcont value. The light area corresponds to
95% CI.

total) among the facts that were selected for the
human study. Given a pair of fact and an MCQ,
we first asked the annotators to rate whether they
would use the given MCQ to be used in a classroom
to test the fact on a 4-point Likert scale (1: "Strong
Reject", 2: "Weak Reject", 3: "Weak Accept", 4:
"Strong Accept"), as shown in Table 6. Whenever
an annotator rated an MCQ a score of 1 or 2, we
further asked them why the given MCQ was un-
satisfactory. They were able to choose one option
between low readability, multiple answers, wrong
answer, irrelevancy, and other. More experimental
details can be found in the Appendix.

Results First, as shown in Figure 4, acceptance
ratio increases as KDAcont increases. Notably,
we can see that 82% of the questions which scored
KDAcont over 0.8 were accepted to be used in a
classroom setting. This shows that KDAcont can
serve as a robust filtering metric to determine
whether to use the generated question in a class-
room setting or not.

We further examined whether KDAcont can
explain why an MCQ is unsatisfactory. Specifi-
cally, we fitted a linear regression model that takes
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KDA∗ Others+KDA∗ Others

Likert 0.33 0.42 0.21
Accept 0.41 0.49 0.19
Irrelevancy 0.22 0.23 -0.03
Low Readability -0.17 -0.19 -0.17
Multi-Ans. 0.21 0.35 0.11
Wrong Ans. 0.22 0.18 -0.18

Table 7: Test set Pearson Correlation from Random For-
est classifier. Others represent n-gram based similarity
metrics (BLEU, ROUGE, METEOR) and KDA∗ rep-
resent both KDAcont and KDAdisc. The results are
averaged across 10 trials of 4-fold stratified cross-
validation. Best result is marked in bold and second
best result in underlined.

KDAcont as an input, and predicts the MCQ qual-
ity measures (Low Readability, Multiple Answers,
Wrong Answer, Irrelevance). As seen in Figure 5,
MCQs with higher KDAcont tend to be more rele-
vant, while they are less likely to have multiple an-
swers or wrong answer. However, KDAcont does
not show prediction power on Low Readability. We
believe that low readability is particularly hard to
capture with KDAcont: for example, students may
find an MCQ hard to understand due to jargons and
difficult vocabulary, while language models do not
have such problem.

Finally, we examined which metrics best ex-
plain the given MCQ’s quality annotated by ex-
perts—Likert scale and other binary labels of rejec-
tion such as Acceptance2, Irrelevancy, Low Read-
ability, Multiple Answers, and Wrong Answer.
In particular, we trained a Random Forest classi-
fier, which predicts MCQ’s various quality mea-
sures based on the given input metrics. As shown
in Table 7, using KDAdisc and KDAcont out-
performs using ngram-based similarity metrics
(BLEU, ROUGE, METEOR) by a large margin
for all but one quality measure of ‘Readability’.
Combining KDA metrics with similarity-based
metrics, they show a strong synergy, reaching cor-
relation of 0.49 with Accept labels.

4.4 Case Study

Here, we examine cases where KDAcont agrees
with Expert Likert scores, aptly capturing the as-
sessment quality of the question. As shown in
Table 8, BLEU cannot take into account novel,
yet convincing distractors (e.g., “wood” from #1)

2Accept labels are given to questions with likert score
higher than 2.5.

not present in the gold distractor set. However,
KDAcont is able to take account the discrimina-
tive value of the distractors, and gives a high score
to the MCQ, regardless of their resemblance to gold
distractors. This is also demonstrated in #2, where
QDG-generated question scored higher than the
human generated question in Likert, KDAcont,
KDAdisc, but not in BLEU .

We also present the cases where KDAcont fails
to measure the educational value of the given ques-
tion.

Low KDA, High Likert: #3 shows the
example of common types of question where
KDAcont cannot be high. In order to get the
question correctly, the student need to know that
hexagon has six sides, which is not stated in the
given fact. If the question requires some steps of
reasoning, LMs would have relatively low correct-
ness compared to the human solver, resulting in low
KDAcont and KDAdisc. This can be resolved
using LMs with better readig comprehension and
reasoning abilities.

High KDA, Low Likert: #4 shows the case
where KDAcont is high but Likert score is low. As
shown in the table, the question asks the portion of
the fact that is an assumption. While instructors can
likely mark the question to have a low assessment
value as it test a mere assumption, language model
can not discern the quality of the fact the question
is testing. Since SciQ is a crowd-source dataset, we
noticed some questions don’t assess meaningful
target facts.

5 Conclusion

In this paper, we proposed Knowledge Dependent
Answerability to measure the assessment value of
the generated Multiple Choice Question. We formu-
lated KDA as the probability that a student will
solve the question correctly if the student know
the target fact being tested. Then, we proposed
KDAdisc and KDAcont to approximate KDA,
treating PLMs as individual human solvers. Since
both metrics are reference-free evaluation metrics,
they can be applied without restrictions unlike pre-
vious metrics. They can be also applied as filters
for question generation for educational use cases.

On 3 real-world MCQ datasets, KDAcont and
KDAdisc demonstrated a high correlation with
KDA and the expert Likert score that measures
the usability of the question as an assessment tool in
a classroom setting. Notably, using KDAcont and
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Examples # Model Dataset Question Fact Options KDAcont KDAdisc Likert BLEU

KDA
and

Experts
Agree

1 Human TabMCQ
Where can Coyoteite

be found?
Coyoteite can be
found in rocks

rocks ✓
scissors
spoons
pens

0.90 1.00 3.29 100

1 T5DG TabMCQ
Where can Coyoteite

be found?
Coyoteite can be
found in rocks

rocks ✓
plastic
wood
glass

0.90 1.00 3.71 0

2 Human TabMCQ A cave is formed by _.
A(n) cave is formed by

weathering

weathering ✓
glacial erosion
plate tectonics

continental drift

0.77 0.87 3.00 100

2 QDG TabMCQ
A cave is formed by

what process?
A(n) cave is formed by

weathering

weathering ✓
glaciers

volcanoes
erosion

0.82 1.00 3.29 62.5†

KDA
and

Experts
Disagree

3 KDDG OBQA
Quartz crystals are

made up of

a quartz is made of
six-sided transparent

crystals

hexagons ✓
oval

square
sphere

0.39 0.38 3.00 0

4 KDDG SciQ
Assume a molecule must
cross a plasma membrane

into what?

Assume a molecule must
cross the plasma membrane

into a cell... (excerpt)

cell ✓
electron
tissue

plasma

0.81 0.93 1.71 0

Table 8: Samples questions where KDA agrees or disagrees with Expert Likert scale. †: For QGD, BLEU for
question stem was evaluated.

KDAdisc along with current n-gram based met-
rics drastically increased the overall correlation
with these expert labels, as well as the prediction
power of specific rejection reasons such as irrele-
vancy and wrong answer. We released a code and
model weights to easily measure KDAcont and
KDAdisc for a given question and a fact pair. Fu-
ture research may address expanding the metric’s
applicability to other types of assessment questions,
such as short answer questions or multi-hop ques-
tions.

6 Limitations

In this section, we discuss limitations of our meth-
ods and experiments.

6.1 Prompt Can Bias Solvers’ Decision

Our prompt-based method has limitations at esti-
mating the student’s knowledge on the fact, espe-
cially for multiple-answer situations. Suppose a
question “Select an option that is in a liquid state at
20 Celcius” with multiple choices “water, orange
juice, desk, and air”, where the choice “water” is
the only labeled answer, targeting a fact “Water is
a liquid at 20 Celcius.” However, as both “water”
and “orange juice” are valid answers for the ques-
tion, prompting the target fact can critically bias
students’ decision towards the only labeled answer
“water,” discounting the other valid answer “orange
juice”. In such cases, though the questions are of
low quality, KDA cannot filter out the questions

if the multiple answers are not labeled properly.

6.2 Too Easy Questions
Our experiments have an assumption that a well-
designed MCQ is answerable if a student knows the
target fact. However, there are edge cases where an
MCQ question is answerable regardless of whether
the student actually knew the fact. For instance, an
answer can be easily found in the question stem
itself or the distractors can be easily ruled out by
simple topic irrelevance. In our experiment setting,
this implies that there may have been students who
are classified as knowledgeable, but didn’t actually
have the target knowledge as too easy questions
cannot exactly distinguish the students’ knowledge.

6.3 Difficulty of Measuring PLM’s Ignorance
For PLM-based solvers, we do not have access to
the huge training corpus in most cases, nor can we
guarantee that the PLM knows a fact contained in
the training corpus. We leave this as future work,
as language models with language comprehension
ability but without any knowledge are needed for
such measure.

6.4 Low Agreement between Teachers
Table 9 shows the inter-rater agreement between
two expert labelers as measured by Cohen’s kappa.
When we asked the teachers whether they would
use the given MCQ in a real classroom setting (Sec-
tion 4.3), the inter-rater agreement was relatively
low, showing 0.2 on average among 7 annotators.
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obqa tabMCQ sciQ human qg+dg dg kddg All

kappa 0.18 0.07 0.31 0.09 0.23 0.24 0.22 0.20

Table 9: Cohen’s kappa coefficient for inter-annotator agreement. All 21 coefficient between 7 annotator were
averaged.

We believe this is because the annotators had dif-
ferent subjective views on what makes a “good”
MCQ. However, we noticed that reviewers have
higher agreement on “bad” MCQs: questions with
KDAcont lower than 0.3 shows kappa coefficient
over 0.3, and questions with KDAcont lower than
0.2 shows kappa coefficient over 0.4.

6.5 Availability of PLMs for Low-Resource
Languages

Effectiveness of KDAcont and KDAdisc has
only been tested in English questions with PLMs
trained with English corpus. Since the metric de-
pends on using PLMs that are trained to have a
good reading comprehension ability, the use of
the metric might be limited for low-resource lan-
guages.

7 Ethical Considerations

This study suggests that the question generation
method can be applied in the real world, especially
in the educational domain. Question for the pur-
pose of assessment plays a vital role in the educa-
tion system, and automatic question generation can
reduce the cost of education providers. In this pro-
cess, we expect our study to contribute to reducing
inequality by increasing educational opportunities.

Despite such needs and efforts in AQG systems,
automatically generated questions have shortcom-
ings, even if they pass our proposed evaluation
methodology. Since our method is designed to fo-
cus on knowledge dependency, several problems
might remain in the filtered question, such as gen-
der or racial bias (Hirota et al., 2022).

Our study aims to evaluate the absolute value of
the question through language models rather than
the existing psychometric-based relative evaluation
method. Since there hasn’t been much discussion
about AQG systems in general, considerable at-
tention and additional research is required before
deploying AQG systems in real-world and evaluat-
ing them with our proposed metric.
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A Appendix

A.1 DataSet Preprocessing

OBQA, SciQ For OBQA and SciQ, we followed
provided train-valid-test split. Questions contain-
ing "of above" or "of the above" are filtered out
since they are exceptions to the problem formation.
Train and valid splits are used to train the question
generation model, and the questions we used in the
human experiment and labeling are generated from
the test set.
TabMCQ Since TabMCQ does not provide splits,
and we divided it into 6:1:1, train, valid, test, re-
spectively. Since the raw tabMCQ dataset does not
provide evidence of the fact as a natural language
form, the fact is generated by concatenating the ex-
pressions on the table. Regent tables 27 to 43 were
omitted because they were not written in natural
language formations. Facts were filtered if several
instances were concatenated inside one column.
Like other dataset settings, the question generation
model is trained using train validation splits, and
the questions from the test split are used for the
evaluation.

A.2 Question Generator Training Details

QG, DG T5-large model was used, with max target
token length of 512, target token length of 64, early
stopping patience of 10 epochs, learning rate of
0.00001 with AdamW optimizer, and batch size of
24 (4 A100 machines in DDP, batch size of 6 for
each machine).
KDDG implementation is done by description and
open source of its original work. (Ren and Zhu,
2021) Since the source code and the resources are
partially accessible and the appendix part, which is
mentioned to contain the experiment settings, was
missing, we re-implemented many parts of the code.
Probase, which is renamed to Microsoft Concept
Graph 3, is used as the knowledge base. Latent
Dirichlet Allocation(LDA) for topic modeling uses
Gensim library4 and is trained on the processed
Wikipedia corpus provided by the library. Feature
Extractor for distractor selector were implemented
except omitted Contextual Embedding similarity
and Web-search Score at the code. LambdaMart 5

is used as a Ranker, while the number of trees is 2,
and the learning rate is 0.1.

3https://concept.research.microsoft.
com/Home/Download

4https://radimrehurek.com/gensim/
5https://github.com/lezzago/LambdaMart

A.3 Human Experiment Details

Among the generated questions, we filtered out in-
completely generated questions that have less than
3 distractors. Among all the facts, we randomly
sampled 40 facts from each dataset. As visualized
in 2, students are asked to answer the question with
and without the corresponding fact. Total 116 stu-
dent joined the experiment questionnaire made by
Typeform 6. We split the experiment group into
8 sessions, and each group takes 2 hours to solve
the questions following the instructions. Due to
COVID-19, we conducted the experiment remotely,
while a non-face-to-face video call solution Zoom
7, the experiment was conducted by checking the
participant’s face and the participant’s screen. (fact
validation)

In addition to the experiment setting described
in the 4, we asked the participants whether they
knew the relevant facts as the prior knowledge after
answering the questions without facts and before
answering with facts. We showed the fact indepen-
dently and let the students choose ’yes’ or ’no’ to
answer the question, "Did you previously know the
below fact?" Its purpose was to resolve the limi-
tation of the prompt-based knowledge-providing
method and utilize the response as a gold label of
the direct knowledge state of students. However,
we can not find a meaningful explanation for the
relationship between this label and our automatic
metrics or human Likert score. Considering the
average correctness of TabMCQ questions with
fact is 0.99, we can expect that TabMCQ has very
high relevance between the given fact and the ques-
tion. Surprisingly, over 33% of students answered
the question incorrectly but responded knowing
the given fact and vice versa. Further research is
needed to explain the difference between having
knowledge and being presented with a prompt.

A.4 Expert Labeling Details

The experiment was conducted with 7 high school
science teachers. During the 1 hour and 30 minute
experiment, the teacher received a 150$ amazon
gift card as a reward. A total of 8 types of facts
and 32 questions were presented for each dataset,
and a questionnaire was conducted on a total of
96 questions. For each multiple-choice question,
the questionnaire was asked whether to use the
Likert scale in the actual educational field, and the

6https://www.typeform.com/
7https://zoom.us/
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question to choose the most prominent reason not
to use the problem was answered.

A.5 MCQ Solver implementation
The entire model list are as follows.

• T5-cbqa-small, T5-cbqa-large, T5-cbqa-xxl
(Roberts et al., 2020)

• bert-base, bert-large (Kenton and Toutanova,
2019)

• Roberta-base, Roberta-large (Liu et al., 2019)

• MPNet (Song et al., 2020)

• SciBERT (Beltagy et al., 2019)

• XLNet-base, XLNet-large (Yang et al., 2019)

• BioBERT-base, BioBERT-large (Lee et al.,
2020)

• DistillBERT-base, DistillRoberta-base (Sanh
et al., 2019)

• ALBERT-xl, ALBERT-xxl (Lan et al., 2019)

• MatsciBERT (Gupta et al., 2022)

Except for T5 models trained on closed-book ques-
tion answering, all models are fine-tuned to the
RACE dataset to answer MCQs. AdamW optimizer
was used with a learning rate of 1e-5 for base mod-
els and 1e-6 for large models. Early stopping pa-
tience of 5 epochs was used. Base models were
trained with a batch size of 32, and large models
were trained with a batch size of 16. A cloud in-
stance is used on google cloud service8 to train the
solver models. Overall, the cloud instance cost for
training is about to 14k$, while the pricing policy
is ’on demand,’ which costs much higher than the
preemptive instance.

For Table 5, used models are as follows.

• LMs < 1GB (4 LMs): DistillBert-base,
DistillRoberta-base, Albert-xl, T5-cbqa-small

• LMs < 1.5GB (4 LMs): bert-base, Roberta-
base, XLNet-base, MPNet

• LMs < 1.5GB (11 LMs): DistillBert-base,
DistillRoberta-base, Albert-xl, T5-cbqa-small,
bert-base, Roberta-base, BioBERT-base, SciB-
ERT, MatsciBERT, XLNet-base, MPNet

8https://cloud.google.com/gcp

OBQA TabMCQ SciQ All

Human -0.57 -0.18 0.06 -0.01
KDDG 0.01 0.13 0.75* 0.42*
DG 0.59 -0.01 0.65 0.61**
QDG 0.13 0.26 0.58 0.64**
DGen models 0.32 0.16 0.65** 0.51**

Table 10: Correlation of KDAcont and Human Likert
Score per generate model. DGen models are counting
both KDDG and DG models to figure the performance
on evaluating distractor generation models.

avg. Rq avg. Rf avg. Rq+f
OBQA 0.58 0.80 0.71
TabMCQ 0.53 0.42 0.99
SciQ 0.56 0.42 0.96

Table 11: Average Correctness of Datasets. TabMCQ
and SciQ are notably higher than OBQA.

Sub Metric
Model Count
( Total Size )

KDA
( Valid )

Likert
( Test )

KDAsmall 4 (3.5GB) 0.740 0.377
KDAlarge 10 (19.2GB) 0.784 0.421

Table 12: Two sub metrics of KDAcont developed for
the convenience of use. KDAsmall uses T5-cbqa-small,
ALbert-xl, MPNet, SciBert to calculate KDAcont , and
KDAlarge uses T5-cbqa-small, T5-cbqa-large, ALbert-
xl, MPNet, SciBert, bert-base, BioBert-base, Roberta-
base, Roberta-large, XLNet-large.

A.6 Random Forest Implementation Detail
Among tree depths of 2 to 4, depth 2 was selected
as Others (BLEU, ROUGE, METEOR) showed
the best performance in that depth. The test set
was composed of 2 key facts per dataset (8 ques-
tions per dataset, total 24 questions). The result
was averaged across 10 trials of 4-fold stratified
cross-validation. No hyper-parameters were tuned
from the default sklearn random forest setup.

A.7 Sub Metrics
Since utilizing all models used to calculate
KDAcont or KDAdisc needs huge compute
resources, we provide two variant metrics,
KDAsmall and KDAlarge. The subset of entire
models is selected under the constraints of the
number and total sizes of models. We used ques-
tions without an expert label as a validation set
to pick a combination of the highest correlation
to KDAcontand measure correlation to an expert
Likert score as a test, and correlation is at Table 12.
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Examples Eg1 Eg2 Eg3 Eg4

Dataset OBQA OBQA OBQA OBQA

QG model KDDG KDDG KDDG DG

Fact
a beach ball
contains gas

water is in the
solid state, called ice ,

for temperatures
between 0 and 0 F

friction acts to
counter the motion of
two objects when their
surfaces are touching

friction acts to
counter the motion of
two objects when their
surfaces are touching

Question
Which would you
likely find inside

a beach ball?

Global warming is
lowering the world’s

amount of

When it’s flying,
a plane has no

friction with the

When it’s flying,
a plane has no

friction with the

answer air ice ground ground

options
food
gas

water

snow
water

air

power
air

water

air
water
sky

gold_options
steam
water
cheese

hurricanes
carbon dioxide

ocean levels

wings
clouds

air

wings
clouds

air

Likert 2.57 2.57 2.71 3.0
KDAcont 0.11 0.38 0.27 0.29
KDAdisc 0.08 0.36 0.40 0.54

BLEU 33.3 0.00 33.3 33.3

Table 13: We report all cases of KDAcont < 0.4 and humanlikert > 2.5

Examples Eg1 Eg2 Eg3 Eg4

Dataset TabMCQ TabMCQ TabMCQ TabMCQ

QG model QG+DG QG+DG DG DG

Fact
water is an insulator

of electricity
air is an insulator

of electricity

warm is a term
that can describe
air temperature

water is an insulator
of electricity

Question
Water is an insulator

of what?
Air is an insulator

of what?
What does the term

warm describe?
Water is an insulator

of what?

answer electricity electricity air temperature electricity

options
cold
heat

warmth

heat
cold

warmth

precipitation
wind speed
cloud cover

heat
warmth

cold

gold_options
wind
air

heat

heat
water
metal

wind speed
air pressure

optical phenomenon

wind
air

heat

Likert 2.14 2.42 2.29 2.00
KDAcont 0.84 0.82 0.84 0.84
KDAdisc 0.93 0.93 0.86 0.93

BLEU 33.33 33.33 33.33 33.33

Table 14: We report all cases of KDAcont> 0.8 and humanlikert < 2.5
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