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Abstract
Interactive argument pair identification is an
emerging research task for argument mining,
aiming to identify whether two arguments are
interactively related. It is pointed out that
the context of the argument is essential to im-
prove identification performance. However,
current context-based methods achieve limited
improvements since the entire context typically
contains much irrelevant information. In this
paper, we propose a simple contrastive learn-
ing framework to solve this problem by ex-
tracting valuable information from the context.
This framework can construct hard argument-
context samples and obtain a robust and uni-
form representation by introducing contrastive
learning. We also propose an argument-context
extraction module to enhance information ex-
traction by discarding irrelevant blocks. The
experimental results show that our method
achieves the state-of-the-art performance on
the benchmark dataset. Further analysis demon-
strates the effectiveness of our proposed mod-
ules and visually displays more compact se-
mantic representations. The code is available
at GitHub 1.

1 Introduction

Computational argumentation, as a branch of natu-
ral language understanding, has become a new re-
search field. Existing work can be divided into two
categories (Asterhan and Schwarz, 2007): mono-
logical argumentation and dialogical argumenta-
tion. Monological argumentation is the scenario
for one participant, such as RCT (Mayer et al.,
2020), student essays (Stab and Gurevych, 2014)
and user comments (Niculae et al., 2017). The
researchers focus on topics like argumentation (ar-
gument) mining (Galassi et al., 2018; Morio et al.,

∗* Corresponding author
1https://github.com/shilida/CL_Interactive_

Argument_Pair_Identification

Figure 1: An instance in the dataset. Each instance in-
cludes six arguments: a quotation and its corresponding
five candidate replies. Additionally, the task provides
contextual information for each argument. For this task,
the model needs to identify whether the quotation and
the reply are interactively related. Only one of the five
candidate replies is correct. The arguments are repre-
sented in green font, and the context is expressed in
black.

2020; Jo et al., 2019; Ruiz-Dolz et al., 2021), argu-
ment assessment (Anne et al., 2020; Skitalinskaya
et al., 2021), and argument reasoning (Botschen
et al., 2018; Habernal et al., 2018; Ruiz-Dolz et al.,
2021) for this sort of study. Recently, researchers
have been paying great attention to dialogical ar-
gumentation, since online forums have become the
primary medium for argumentation and discussion.

People can express themselves on the network
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Figure 2: Four heatmaps of the semantic similarity be-
tween the argument and each sentence in its context.
The horizontal coordinate is the number of sentences,
and the vertical coordinate is the range of semantic sim-
ilarity. (a) quotation-context (b) positive relpy-context
(c) negative relpy1-context (d) negative relpy2-context.

anywhere and at any time, thanks to the widespread
use of the Internet and communication technolo-
gies. Indeed, different people have diverse argu-
ments on a subject, and argumentation is the most
effective way to interchange arguments. Many on-
line forums, such as ChangemyView2 and idebate3,
provide a venue for free online argumentation, al-
lowing users to argue with others regardless of time
or location. Therefore, the study of argumentation
in the interactive text arises. Earlier research (Wei
et al., 2016; Tan et al., 2016) uses the data from the
ChangemyView forum to focus on the key elements
of persuasion arguments. Then, (Lu et al., 2021)
formulates an interesting and meaningful task to
identify whether two arguments are interactively
related. More interestingly, (Yuan et al., 2021a)
have applied the task to the legal field to help the
court to pinpoint the focus of the case by analyzing
the arguments of both sides in the trial transcript
and allow the judge to make a fair decision. Figure
1 demonstrates the details of this task.

Obviously, it is difficult to identify the interac-
tive relationship by two arguments because most
arguments contain only a few words. Moreover,
contextual information is related to the meaning
of the quotation and reply. Thus, it is essential to
utilize contexts. (Lu et al., 2021) propose a hierar-
chical RNN network to model context. (Yuan et al.,

2https://www.reddit.com/r/changemyview/
3https://idebate.org/

2021b) constructs the argumentation knowledge
graph to extract entity information from the con-
text. However, the current context-based methods
achieve limited improvement since the entire con-
text normally contains a large amount of irrelevant
information. Figure 2 shows the heatmaps of the
semantic similarity between the argument and each
sentence in its context for the instance of Figure 1.
Remarkably, many sentences in the context have
very low semantic similarity to the argument, and
some are even close to 0. Intuitively, as shown in
Figure 1, the quotation talks about “terrorists de-
serve justice in court” while its context mentions
“religion”, “drones”, and other irrelevant informa-
tion. “drones” can also be found in the contexts
of the two negative replies. If the whole context is
modeled, the model is likely to infer the interactive
relationship between quotation and negative reply2.
Undoubtedly, these irrelevant sentences are noisy
data for this task, negatively affecting the model
training.

In this paper, we propose a simple contrastive
learning framework to enhance the robustness of
the model under noise conditions and reduce the
adverse effects on model. This framework can con-
struct hard argument-context samples by randomly
extracting the context blocks. We combine the
cross-entropy and the supervised contrastive loss to
improve the expressiveness of the representations.
In addition, we propose an argument-context ex-
traction (ACE) module to enhance context informa-
tion extraction. In this module, we can obtain the
semantic similarity of argument and context blocks
and further extract the context blocks with high
similarity as the model’s input. Through empirical
analysis, we observe that our model performs bet-
ter with the benchmark dataset and noisy dataset,
which proves the superiority of our method. Our
main contributions can be summarized as follows:

• We propose a simple contrastive learning
framework to obtain robust and uniform se-
mantic representation.

• We design an argument-context extraction
(ACE) module to enhance information extrac-
tion by discarding irrelevant blocks.

• The experimental results show that our
method achieves the state-of-the-art perfor-
mance on the benchmark dataset. Further
analysis demonstrates the effectiveness of our
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proposed modules and visually displays more
compact semantic representations.

2 Related Work

2.1 Argumentation Mining

Argumentation (argument) mining aims to iden-
tify writing structures (such as claims, evidence,
and statements) and detect the existing relations
from the texts (Lytos et al., 2019; Lawrence and
Reed, 2020). A lot of methods have been pro-
posed in previous studies such as BiLstm (Eger
et al., 2017), multi-task learning (Galassi et al.,
2021, 2018), attentive residual networks (Galassi
et al., 2021), unsupervised knowledge (Dutta et al.,
2022), transformer-based model (Ruiz-Dolz et al.,
2021; Mayer et al., 2020), and cascade model (Jo
et al., 2019). In addition, many researchers have
applied the task to many scenarios such as health-
care (Mayer et al., 2020), education (Stab and
Gurevych, 2014; Alhindi and Ghosh, 2021), peer
reviews(Niculae et al., 2017).

Different from monological argumentation men-
tioned above, an increasing number of academics
begin to conduct studies on dialogical argumen-
tation. (Ji et al., 2018) investigates the issue of
persuasiveness evaluation for argumentative com-
ments. (Cheng et al., 2020) introduces a new argu-
ment pair extraction task on peer review and rebut-
tal to study the contents, structures and connections
between them. Similarly, (Lu et al., 2021) propose
the task of identifying the interactive argument pair
in online debate forum. Subsequently, (Yuan et al.,
2021b) leverages a knowledge graph (Khatib et al.,
2020) to model the contextual information and en-
codes the entity and path in the context to obtain
entity embedding and path representation.

2.2 Contrastive Learning in NLP

Contrastive learning (CL) has gained tremendous
attention in the natural language processing (NLP)
field. The main idea is to train a representation
layer by pulling closer representations of the pos-
itive samples and separating them from negative
ones. Contrastive learning can be divided into self-
supervised contrastive learning and supervised con-
trastive learning. Positive and negative samples
have different definitions in different scenarios. In
self-supervised contrastive learning, (Fang et al.,
2020) propose a pre-trained language representa-
tion model (CERT) using contrastive learning at
the sentence level to facilitate the language under-

standing tasks. (Gao et al., 2021) propose a sim-
ple sample augmentation strategy by just adjusting
dropout masks in contrastive learning framework
and advances the state-of-the-art sentence embed-
dings. In supervised contrastive learning, (Gao
et al., 2021) incorporates annotated pairs from nat-
ural language inference datasets into the contrastive
learning framework, by using “entailment” pairs
as positives and “contradiction” pairs as hard neg-
atives. Inspired by (Khosla et al., 2020), (Gunel
et al., 2020) propose a new supervised contrastive
loss(SCL). Combined with cross-entropy, the new
SCL loss obtains significant improvements on mul-
tiple datasets of the GLUE benchmark in few-shot
learning settings.

3 Method

3.1 Task Definition

Figure 1 demonstrates the details of this task. This
task contains two kinds of arguments: quotation
and reply. For a quotation q and its context cq,
it has five candidate replies {ri}5i=1 with their re-
sponding contexts {cri}5i=1. The model needs to
identify whether the quotation and the reply are
interactively related. Only one of the five candidate
replies is correct. arg is the general term for q
and r. Previous research (Yuan et al., 2021b; Lu
et al., 2021) treats the task as a sentence pair rank-
ing problem. In this paper, we treat the task as a
binary classification problem. If two arguments are
interactively related, the label is 1. Otherwise, the
label is 0.

3.2 Argument-context Extraction Module

In this paper, we introduce the idea of information
retrieval to discard irrelevant information in the
context. Inspired by (Li and Gaussier, 2021; Li
et al., 2021), the argument-context extraction mod-
ule is based on three main steps: (1) Context block
segmentation (2) Argument-context similarity cal-
culation (3) Context block selection. The structure
is shown in the Figure 3. The following describes
each step in detail.

3.2.1 Context Block Segmentation
Here, we adopt the dynamic programming method
(Ding et al., 2020) to segment context into blocks.
The main idea of the method is to segment a doc-
ument into multiple blocks by punctuation, and
the block size is a hyperparameter (denoted as α
in this paper). It sets different costs for different

10029



Figure 3: An illustration of argument-context extraction
module.

punctuation marks to segment in priority on strong
punctuation marks such as “.”, “?” and “!”. This
process may damage the coherence of the whole
context, but we consider that some redundant con-
text blocks will be detrimental to classification. In
other words, a few key blocks in the context store
sufficient and necessary information to fulfill this
task, which is why the redundant context should be
removed. The algorithm are showed in Appendix
A.

3.2.2 Argument-context Similarity
Calculation

After the block segmentation module, carg is seg-
mented into N blocks. Next, we evaluate the se-
mantic relevance between each block and arg by
calculating the cosine similarity of its embedding.
The equation are showed as follows:

Sim (arg, carg) =




sim (harg, hblcok1)
sim (harg, hblcok2)

...
sim (harg, hblcokN−1)
sim (harg, hblcokN )




(1)
where h = BERTθ (x) is the sentence embed-
ding. In this work, we use the BERT pre-trained
by (Gao et al., 2021) for encoding sentences into
embeddings. sim (h1, h2) is the cosine similarity

hT
1 h2

∥h1∥∥h2∥ . Sim (arg, carg) is the similarity vector
between arg and the context block.

3.2.3 Context Block Extraction
For this task, we propose a new input form of BERT
to combine arg and its context. According to the

above steps, the most relevant context blocks to arg
is obtained by ranking the Sim (arg, carg). Next,
the most relevant blocks are concatenated together
(in their order of appearance in the context) and
with the arg. Finally, we use [SEP ] to separate
the quotation part from the reply part. The equation
are showed as follows:

cbq = cb1q , cb2q , ...cbnq (2)

cbr = cb1r , cb2r , ...cbnr (3)

z = [CLS] q, cbq [SEP ] r, cbr [SEP ] (4)

where z is the input of the BERT. cbq is the top
n (n ≤ N) blocks that are most similar to q. Sim-
ilarly, cbr is the top n blocks that are most similar
to r. Note that the number n of selected blocks
depends on the capacity of BERT and block size α.
The token length relationship is defined as follows:

3+L (q)+
n∑

i=1

L
(
cbiq

)
+L (r)+

n∑

i=1

L
(
cbir

)
≤ 512

(5)
where L (x) is the length of x. To prevent infor-
mation loss, we try to satisfy the above inequality
when setting n and α. If the input length is longer
than 512, we use hard truncation to comply with
the input limit of BERT.

3.3 Contrastive Learning Framework
Prior work (Gunel et al., 2020; Gao et al., 2021)
has demonstrated that contrastive learning is effec-
tive for learning sentence embedding by pulling
closer representations of the positive samples and
separating them from negative ones. Inspired by
this, we introduce the contrastive learning objective
into argument pair recognition and propose a new
hard sample construction method. The detailed
architecture of contrastive learning for interactive
argument pair identification is shown in Figure 4.

3.3.1 Definition of Positive and Negative
Samples

In self-supervised contrastive learning, positive and
negative samples construction is a fascinating ques-
tion. Many works (Chuang et al., 2022; Wu et al.,
2021) try to find excellent methods for construct-
ing positive and negative samples. In supervised
contrastive learning, the samples are labeled so that
positive and negative examples can be easily ob-
tained. For this task, we treat the task as a binary
classification problem. If two arguments are in-
teractively related, we define them as a positive
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Figure 4: An illustration of our framework. Note that different colored blocks denote different values.

sample and denote it by z+. Otherwise, we define
them as a negative sample and denote it by z−.

3.3.2 Hard Samples Construction
We propose a hard sample construction method in
order to enhance the robustness of the model un-
der noise conditions. Our method is very simple.
As shown in 3.2, different block sizes and block
selection rules generate different blocks in the con-
textual segmentation module. We use different
block sizes and block selection rules to construct
hard samples. Specifically, we use the strategy of
randomly selecting context blocks to construct hard
samples. When using the random selection strategy,
more irrelevant information is introduced. It will
be more difficult for the model to identity the in-
teractive relationship between two arguments than
the input using a high similarity selection strategy.
The equation is as follows:

zhard = [CLS] q, cbq [SEP ] r, chbr [SEP ] (6)

chbr = cb1r , cb2r , ...cbmr (7)

cbq = cb1q , cb2q , ...cbnq (8)

where zhard denotes the constructed hard sample,
using a different background block size and random
block selection strategy compared to the original
sample. chbr denotes the context of the reply for
more irrelevant information. Note that chbr and cbr
are different, and m ̸= n. In practice, for each
positive sample, we construct three hard samples
corresponding to it. For each negative sample, we
construct one hard sample. The hard samples con-
struction is essentially a data augmentation method

from the data perspective. On the one hand, it in-
creases the complexity and diversity of the dataset.
On the other hand, it alleviates the problem of
unbalanced data distribution (previously 1:4, now
1:2).

3.3.3 Training Objectives

Our framework contains two training objectives:
binary classification and contrastive learning. For
binary classification, we use binary cross-entropy
loss. For contrastive learning, we use a supervised
contrastive learning paradigm. Specifically, we
introduce a supervised contrastive learning loss
(Gunel et al., 2020) formulated to push representa-
tions from the same class close and representations
from different classes further apart. The loss func-
tion is defined as follows:

Lbce = − 1

N

N∑

i=1

yi log ŷi + (1− yi) log (1− ŷi)

(9)

Lscl = − 1

N

N∑

i=1

1
Nyi−1

∑N
j=1,i ̸=j,yi=yj

Φ

(10)

Φ (hi, hj) = log
esim(hi,hj)/τ

∑N
k=1,k ̸=i e

sim(hi,hk)/τ
(11)

In Lbce, yi denotes the label of ith sample and ŷi
denotes the model output for the probability of ith
sample. In Lscl, Nyi is the total number of samples
in the mini-batch that have the same label as yi. τ
is an adjustable scalar temperature hyperparameter
that controls the separation of classes.
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3.3.4 Uncertainty Weighting
We introduce the Uncertainty Weighting (UW)
(Kendall et al., 2018) to learn the weights between
contrastive learning and binary classification. It
dynamically weights multiple loss functions by
considering the homoscedastic uncertainty of each
objective. Therefore, it can combine losses of dif-
ferent orders of magnitude. Specifically, it rewrites
the joint loss function as the following weighted
sum:

LUW (L1,L2) =
1

2σ2
1

L1 +
1

2σ2
2

L2 + log σ1σ2

(12)
where σ denotes the model’s observation noise pa-
rameter to capture how much noise we have in the
outputs. It is a learnabel parameter. Specifically, σ1
and σ2 control the relative weights of the L1 and
L2, respectively. log σ1σ2 is a regularization term
to prevent σ too large. For our task, we use uncer-
tainty weighting to combine contrastive learning
loss Lscl with binary classification loss Lbce as the
overall loss:

Loverall = LUW (Lbce,Lscl) (13)

In this paper, we can adaptively adjust the two
objectives during the training process by the Uncer-
tainty Weighting.

4 Experiments

4.1 Experiment Setup

4.1.1 Experimental Dataset
The dataset4 we use is constructed by (Lu et al.,
2021). The data collection is built on the Change-
myView dataset (Tan et al., 2016). For this task,
each instance includes the quotation, one positive
reply, four negative replies and their contexts. The
number of instances in training and testing set is
11565 and 1481, respectively. Similar to the pre-
vious (Lu et al., 2021; Yuan et al., 2021b), we
randomly split 10% of the training set as validation
set. In our experiment, the number of instances in
training set and validation set is 10408 and 1157,
respectively.

4.1.2 Implementation Details
The output hidden of BERT dimensions are 768.
Dropout is used as 0.1 to avoid overfitting. We use

4http://www.sdspeople.fudan.edu.cn/zywei/data/
arg-pairs-fudanU.zip

AdamW (Loshchilov and Hutter, 2018) as our opti-
mizer and the weight decay set to 1 × 10−8. The
max length of sequence is set to 512, and initial
learning rate is set as 1×10−4. The model is trained
on the training set for 5 epochs and batch size is
40. For the normal samples, the block size and
number of block are set to 6 and 42. For the hard
samples, there are three alternative options. The
block size and number of block are set to 4, 5, 8 and
64, 56, 32. We implement our code using Pytorch
(Paszke et al., 2019) and Huggingface Transform-
ers (Wolf et al., 2020) libraries. The hyperparame-
ter τ is set as 0.03. The experiments are conducted
on an NVIDIA V100 32GB GPU.

4.1.3 Models for Comparison
In order to demonstrate the effectiveness and su-
periority of our method, we compare with many
state-of-the-art methods. The main comparison
methods are as follows:

• BERT without Context (Devlin et al., 2019):
This method fine-tunes the BERT for sen-
tence pair classification. This method only
utilizes the quotation and reply, and does
not make use of their contextual information.
The input form of BERT without context is
z = [CLS] q [SEP ] r [SEP ].

• Hierarchical Context (Lu et al., 2021): This
method designs a discrete variational autoen-
coders (DVAE) to extract the representation
of quotation and replies. A hierarchical struc-
ture is proposed to obtain the representation
of the context by BiGRU. Finally, it integrates
quotation or replies representations and their
contextual representations to obtain the final
sentence encoding.

• Knowledge Graph and GCN (Yuan et al.,
2021b): This method is very sophisticated and
it is the stat-of-the-art method so far. Firstly,
(Yuan et al., 2021b) constructs a dialogical ar-
gumentation knowledge graph. Then, it uses
a path-based graph convolutional network to
encode the concepts and the reasoning path
between concepts from the contexts. Finally,
it aligns the conceptual information with the
semantic information obtained by BERT.

4.2 Overall Performance
Previous methods (Lu et al., 2021; Yuan et al.,
2021b) treat the task as a sentence pair ranking
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Method P@1(%) MRR(%)
Random Guess 20 45.67
BiGRU 51.52 70.57
BiGRU+RNN Context 55.98 73.20
BiGRU+Hierarchical Context 57.46 73.72
VAE+Hierarchical Context 58.61 74.66
DVAE+Hierarchical Context 61.17 76.16
BERT 61.85 76.57
BERT+Hierarchical Context 66.85 78.51
BERT+Knowledge Graph+GCN+Context* 68.75 80.85
Ours 82.17 89.60

Table 1: Experimental results of our method and other former methods on the test dataset, where the sign “*”
represents the state-of-the-art method.

problem. Precision at one (P@1) and mean recipro-
cal rank (MRR) are used as evaluation metrics. For
comparison purposes, we also use them as metrics.
For the calculation of MRR, we use the classifica-
tion probabilities to produce ranks. The results are
listed in Table 1. From the table, we can make the
following observations:

• The introduction of contextual information is
crucial for this task. When adding contextual
information, all methods are better than those
before adding contextual information. There-
fore, how to make better use of the contextual
information is essential for this task.

• Compared with the state-of-the-art method,
our method shows an amazing performance
improvement. We observe that our method
outperform the state-of-the-art method by
13.42% and 8.75% in P@1 and MRR, respec-
tively. There are two main reasons: firstly,
the argument-context extraction module (Sec-
tion 3.2) can select the most important context
blocks for the current quotation and reply, thus
reducing the interference of redundant infor-
mation to the model. It reconfirms the impor-
tance of making full use of contextual informa-
tion. Secondly, the introduction of contrastive
learning enables the model to learn more ro-
bust semantic embeddings, substantially im-
proving the model’s ability to discriminate
argument pairs. In addition, compared to the
previous complicated model (Lu et al., 2021;
Yuan et al., 2021b), we only use the BERT,
which is extremely elegant and reduces the
number of parameters.

Method P@1(%) MRR(%)
BERT-BCE(baseline) 63.54 77.82
+ ACE 75.35 85.34
+ CL 80.01 88.35
+ Hard 82.17 89.60

Table 2: Ablation study on each module. “BERT-BCE”
denotes the BERT trained by binary cross entropy loss.
“ACE” denotes the argument-context extraction mod-
ule module (Section 3.2). “CL” denotes the contrastive
learning (Section 3.3). “Hard” denotes the contrastive
learning with hard samples construction(Section 3.3.2).
The best results are highlighted in bold. The same be-
low.

4.3 Ablation Study

In this section, we investigate the quantitative im-
pact of each module on the final performance. The
results of the ablation study are shown in the Ta-
ble 2. We use the BERT trained binary cross en-
tropy loss as the baseline. Note it does not use the
contextual information(detailed in section 4.1.3).
After adding the argument-context extraction mod-
ule, the experimental results show a remarkable
improvement in both metrics. The model’s perfor-
mance improves by 11.81% in P@1 and 7.52% in
MRR, which directly demonstrates the effective-
ness of the argument-context extraction module. In
addition, it also shows that the context contains a
lot of valuable information, which is essential for
this task. The introduction of contrastive learning
improves the performance by 4.66% in P@1 and
3.01% in MRR. Obviously, the model can learn
more robust semantic representations by adding
the training objective of contrastive learning. Here,
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Method P@1(%) MRR(%)
Without context 63.54 77.82
Low similarity 69.14 81.40
Random 73.60 84.15
High similarity(ours) 75.35 85.34

Table 3: Performance comparison under different block
selection strategies. “Low similarity” denotes the selec-
tion of the blocks with a low similarity ranking among
the candidate blocks. “Random” denotes the random
selection. “High similarity (ours)” denotes the selection
of the blocks with a high similarity ranking among the
candidate blocks. The best results are highlighted in
bold.

we use uncertainty weighting(detailed in section
3.3.4) to blend the contrastive loss and BCE loss
by default. Finally, the model performance is also
significantly improved by constructing more hard
samples. Note that the hard sample construction
is a changeable module, although the hard sample
construction can promote the effect of contrastive
learning.

5 Further Analyses

5.1 Analysis on ACE Module
To further validate effectiveness of the argument-
context extraction module, we explore the con-
text block selection strategy, and the results are
as shown in Table 3. We can make the follow-
ing observations. Firstly, it again demonstrates the
importance of contextual information and the effec-
tiveness of the argument-context extraction module.
Even using “low-similarity” blocks, our method
achieves a significant performance improvement
compared to baseline(5.6% in P@1). Secondly,
using “low-similarity” blocks also achieves great
results. We consider “low-similarity” blocks also
have a lot of valuable information because some
contexts only obtain a few blocks after segmenta-
tion. Many overlapping blocks in “high-similarity”
and “low-similarity” blocks. Finally, compared
with “Low similarity” and “Random”, “High sim-
ilarity” achieves significant improvement, which
shows that context contains redundant information
harmful to model identification.

5.2 Analysis on Hard Samples Construction
In section, we further explore the effect of the hard
samples construction module and explain why it
works. Further experimental results are shown in
the table 4. The performance improvement can

Method P@1(%) MRR(%)
ACE 75.35 85.34
Hard without CL 80.62 88.75
Hard with CL 82.17 89.60

Table 4: Further experimental results on hard samples
construction.

Method O (a) (b) (c)
BCE 80.62 74.61 80.21 78.19
BCE+CL 82.17 76.10 81.17 78.53

Table 5: Results on noisy testing sets with varying kinds
of noise. “O” denotes the original text. “(a),(b),(c)”
denote the three kinds of noisy. We use P@1 as the
metric.

be ablated into two parts: (1) hard samples con-
struction module without contrastive learning (2)
hard samples construction module with contrastive
learning. Without contrastive learning, construct-
ing hard samples is comparable to a data augmenta-
tion strategy. The performance is also significantly
improved compared to only ACE module. We con-
sider two explanations for this phenomenon. On
the one hand, adding hard samples to the origi-
nal dataset increases the scale of the dataset, and
thus the model achieves better performance. On
the other hand, we construct many positive sam-
ples, which somewhat smooth the ratio of posi-
tive to negative samples (previously 1:4, now 1:2).
With contrastive learning, the performance is fur-
ther improved. It is because contrastive loss is a
hardness-aware loss (Wang and Liu, 2021; Gunel
et al., 2020). τ controls the strength of penalties on
hard samples. Though experimental and empirical
analysis (detailed in Appendix B.2), we set τ to
0.05. In this experimental condition, the model
focuses more on hard samples, resulting in a more
uniform representation and better performance.

5.3 Robustness on Noisy Dataset

To evaluate the robustness and stability, we add
some noise in our testing set for experiments. We
design three noises: (a) select low similarity con-
text blocks instead of high similarity (b) apply aug-
mentation randomly (swap, crop, delete) (c) simu-
late keyboard distance error. An example of con-
structing a noisy sample is shown in the table 6. In
practice, we use the NLPAUG (Ma, 2019) library.
In table 5, we report our results on noisy testing set
with different kinds of noise. Obviously, consistent
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Noisy method Text
Original text i am willing to bet that john boehner would have an easier time

dealing with congress as president than joe biden would due to his
constant interaction with it.

Augmentation randomly am willing that john have an easier time dealing with congress as
president than joe would due his interaction it.

Simulate keyboard distance error am !Jllijg rhaR john have an easier time vWalinb S7th dpnnress as
president rhwn joe 1ouKd due his interaction it.

Table 6: An instance of constructing a noisy sample.

Figure 5: t-SNE plots of the learned CLS embeddings
on the testing set. Left: BCE; Right: BCE+CL; Violet:
negative examples; Yellow: positive examples.

improvements over the CL with BCE+CL across
all noise kinds, which shows that our method leads
to models that are more robust to different kinds of
noise in the testing data.

5.4 Visualization

In figure 5, we show t-SNE (Van der Maaten and
Hinton, 2008) plots of the learned representations
of the CLS embeddings on testing set. We can
clearly observe that the BCE+CL term enforces
a more compact clustering of examples with the
same label, while the distribution of the embed-
dings learned with BCE is not compact. It shows
that we obtain a robust and uniform representation
by introducing contrastive learning.

6 Conclusion and Future Work

This paper proposes a simple contrastive learning
framework which provides a new perspective on
data augmentation with text input for this task.
It can be extended to other similar tasks in lan-
guage model fine-tuning. Besides, we propose an
argument-context extraction (ACE) module to en-
hance information extraction by discarding irrel-
evant blocks. The experimental results show that
our method achieves state-of-the-art performance

on the benchmark dataset. Further analysis demon-
strates the effectiveness of our proposed modules
and visually displays more compact semantic rep-
resentations.

In the future, we might explore the following
two research directions. On the one hand, we try to
apply the framework to other computational argu-
mentation tasks. On the other hand, we will explore
the application of interactive argument identifica-
tion in different fields, such as doctor consultation
and student classroom discussion.

Limitations

There may be some possible limitations in this
study. We observe a few arguments that express
little information. Its subjects are primarily pro-
nouns, in which case our ACE module may be
limited. For example, an argument is “no offense,
but that is incredibly stupid/selfish.”. Since the sen-
tence expresses only a small amount of information,
semantic similarity may not fully reflect the corre-
lation between sentences, which affects the ACE
module to some extent. In addition, although the
performance is significantly improved after adding
contrastive learning and the construction of the
hard samples, it also increases the computational
resources during the training process. In the fu-
ture, we will design a more universal contextual
enhancement module by introducing graph neural
networks.
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A Block Segmentation Algorithm

Algorithm 1: Block Segmentation
Input: Context c, Punctuation costs cost,

basic cost co, max block size α
1 Initialize f [0] ...f [α− 1] as 0;
2 Initialize from [0] ...from [α− 1] as −1;
3 for i from α to len (c)− 1 do
4 f [i] = +∞;
5 for j form i− α to i− 1 do
6 if word is punctuation then
7 v = cost[word] + f [j];
8 else
9 v = co+ f [j];

10 if v < f [i] then
11 f [i] = v, from [i] = j

12 t = len (c)− 1, blocks = [];
13 while t ≥ 0 do
14 prepend c [from [t] + 1...t] to blocks .

t = from [t]

15 return blocks

B Hyperparameter Sensitivity Analysis

In this section, we investigate the impact of the
two hyperparameters on our method. α (detailed
in section 3.2.1) is the block size in context block
segmentation module. It not only affects the result
of similarity calculation between quotation/reply
and each block but also determines the number of
blocks input to the model because of the length lim-
itation of BERT. τ ( detailed in section 3.3.3) is an
scalar temperature hyperparameter that controls the
separation of classes. The following is the specific
analysis of the two hyperparameters.

B.1 The Effect of α on Performance
To exploring the impact of α, we set the value of
α ∈ {16, 32, 42, 48, 64}. Accordingly, the num-
ber of input blocks num ∈ {16, 8, 6, 6, 4} because
the input length limitation of BERT. The results
are shown in Table 8. Here we explain how to set
the number of blocks. In the theory, the number
and size of input blocks should satisfy the equa-
tion 5. However, in practice, we observe that the
size of each block is often smaller than the block
size we set because the length of each sentence
is uncertain. For example, we set α = 64 . In
practice, the length of most of the blocks is less

P@1(%) MRR(%)
τ = 0.03 80.62 88.97
τ = 0.05 81.03 88.78
τ = 0.1 80.69 88.67
τ = 0.15 79.95 88.38
τ = 0.2 79.81 88.30
τ = 0.4 79.68 88.24
τ = 0.6 79.34 88.10
τ = 0.8 79.09 87.88

Table 7: The results with different τ . The best results
are highlighted in bold.

P@1(%) MRR(%)
num = 16, α = 16 73.13 83.97
num = 8, α = 32 74.41 84.82
num = 6, α = 42 75.11 85.67
num = 6, α = 48 74.14 84.57
num = 4, α = 64 75.08 85.08

Table 8: The results with different num,α. The best
results are highlighted in bold.

than 64. Therefore, when setting the number of
blocks, we should satisfy α × num ≈ 256. num
denotes number of blocks in the input. The ex-
perimental results are shown in the Table 8. Note
Table 8 shows the results of the experiment be-
fore the introduction of contrastive learning. When
num = 6, α = 42, both metrics achieve the best re-
sults. We try to explain the phenomenon. When α
is very small, the continuity of the sentences is lim-
ited, resulting in incoherent semantic information.
When α is very large, the excessive block size will
inevitably lead to irrelevant information in the sen-
tence blocks, which affects the identification of the
model. In addition, compared to num = 6, α = 42
and num = 4, α = 64, num = 6, α = 48 has a
significant performance degradation. We consider
that the input truncation causes information loss
because of 6 × 48 = 288 ≫ 256. Therefore, the
optimal combination is actually a trade-off, and in
other experiments, we use the num = 6, α = 42.

B.2 The Effect of τ on Performance

As mentioned by (Wang and Liu, 2021; Gunel et al.,
2020), contrastive loss is a hardness-aware loss.
τ controls the strength of penalties on hard neg-
ative samples. Small τ tends to generate more
uniform distribution and be less tolerant to sim-
ilar samples. In this section, we explore the
impact of τ on this task. We set the value of
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τ ∈ {0.03, 0.05, 0.1, 0.15, 0.2, 0.4, 0.6, 0.8}. The
results are shown in Table 7. From the experimen-
tal results, τ = 0.05 is the optimal hyperparameter.
Besides, with the increase of T, the experimental
results become worse and worse. In other experi-
ments, we use τ = 0.05 .

C Error Analysis

We observe two main problems with our methods
for some instances of wrong predictions:

• As mentioned in above, a few arguments that
express little information and whose subjects
are primarily pronouns, in which case our
ACE module may be limited. For example, an
argument is “no offense, but that is incredibly
stupid/selfish.”. Since the sentence expresses
only a small amount of information, semantic
similarity may not fully reflect the correlation
between sentences, which affects the ACE
module to some extent, which may affect the
ACE module to some extent. In this case, it
might be better to use the adjacent context
block directly.

• In addition, some contexts are relatively short,
even less than 200 words. At this time, the
ACE module uses all the contexts as the input
of the model and may add some information
that is not relevant to the argument, which is
one of the reasons for the wrong prediction of
the model.
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