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Abstract
State-of-the-art summarization models still
struggle to be factually consistent with the in-
put text. A model-agnostic way to address
this problem is post-editing the generated sum-
maries. However, existing approaches typically
fail to remove entity errors if a suitable input
entity replacement is not available or may insert
erroneous content. In our work, we focus on re-
moving extrinsic entity errors, or entities not in
the source, to improve consistency while retain-
ing the summary’s essential information and
form. We propose to use sentence-compression
data to train the post-editing model to take a
summary with extrinsic entity errors marked
with special tokens and output a compressed,
well-formed summary with those errors re-
moved. We show that this model improves
factual consistency while maintaining ROUGE,
improving entity precision by up to 30% on
XSum, and that this model can be applied on
top of another post-editor, improving entity
precision by up to a total of 38%. We per-
form an extensive comparison of post-editing
approaches that demonstrate trade-offs between
factual consistency, informativeness, and gram-
maticality, and we analyze settings where post-
editors show the largest improvements.

1 Introduction

Text summarization aims to compress a long docu-
ment(s) into a short and fluent form that preserves
salient information. State-of-the-art models, how-
ever, are often not factually consistent with the
input they are conditioned on (Maynez et al., 2020;
Fabbri et al., 2022). While recent modeling tech-
niques have been proposed to improve factual con-
sistency (Nan et al., 2021; Kang and Hashimoto,
2020; Aralikatte et al., 2021), a model-agnostic
approach is to post-edit the summaries.

Prior work in post-editing for factual consistency
has focused on swapping inconsistent entities with
those in the input (Dong et al., 2020; Lee et al.,
2022), including by reranking the entity-replaced

Source: The oil price collapse sent global markets reeling
throughout 2015. ... Brent crude oil was up 3% at $37.60 per
barrel for the day but down 35% over the year.
System Summary
Original Wall Street markets closed lower on the last trad-

ing day of 2015 as oil prices languished at $28 a
barrel for much of the year.

Entity Swap No Change
Rewrite Wall Street markets closed lower on the last trad-

ing day of 2015 as oil prices languished at $37.60
per barrel ... but remain down 35% over the year.

Delete Wall Street markets closed lower on 2015 as oil
prices languished at a for much of the year.

Compress
(ours)

Wall Street markets closed lower as oil prices
languished for much of the year.

Table 1: Example of post-editing approaches. Entity
swap (Chen et al., 2021) does not modify the errors (red)
if a suitable entity replacement is not found, revision-
based editing (Adams et al., 2022) performs more exten-
sive changes, deletion (Wan and Bansal, 2022) removes
errors but affects grammaticality (orange), while ours
returns a well-formed summary through compression.

summaries (Chen et al., 2021), autoregressive ap-
proaches that learn to rewrite and remove perturba-
tions from the input (Cao et al., 2020; Zhu et al.,
2021; Adams et al., 2022), or deletion-based edit-
ing of references (Wan and Bansal, 2022). We
provide example outputs of these approaches that
demonstrate potential downsides in Table 1. For
summaries in datasets such as XSum (Narayan
et al., 2018) that contain extrinsic entity errors in
up to 70% of reference and generated summaries
(Maynez et al., 2020), a suitable entity replacement
is often not available from the source.

To address such errors, we propose a post-editing
model that performs controlled compression: given
input text and a set of (factually incorrect) entities,
it generates a compressed output with the specified
entities removed, as demonstrated at the bottom of
Table 1. To synthesize a training set for this model,
we use existing sentence compression data to first
train a perturber model that maps a compressed
sentence and a list of entities to an uncompressed
sentence containing those entities. We then apply
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Figure 1: Overview of our compression-based approach. A perturber model is trained to produce an uncompressed
sentence with inserted entities, conditioned upon the compressed sentence and an appended list of entities. The
perturber is applied to a dataset’s reference summaries to create data to train a post-editor that takes the document
(SRC) and a summary with entities to remove surrounded by special tokens, and removes the erroneous words.

the perturber model to insert entities on a subset of
the target dataset whose summaries contain only
named entities also found in the input. Our post-
editor is then trained in the reverse direction, con-
ditioning upon the input article and the perturbed
reference summary, with entities to remove marked
with special tokens, to produce the compressed
summary, as illustrated in Figure 1.

Our contributions are the following: 1) We pro-
pose a compression-based method for summary
post-editing that removes extrinsic entity errors,
improving entity precision with respect to the input
by up to 25% along with improvements in other
factual consistency metrics while retaining infor-
mativeness according to automatic analysis. 2)
We show that this method can be applied on top
of a rewriting-based post-editor, improving entity
precision by up to 38% overall with a small de-
crease in ROUGE score. 3) We perform an ex-
tensive comparison of prior post-editing methods
across two datasets and six summarization mod-
els to better understand the trade-offs between
factual consistency, informativeness, and gram-
maticality. Models are made publicly available:
https://github.com/salesforce/CompEdit.

2 Methodology

2.1 Prior Post-Editors

SpanFact We implement a variation of the autore-
gressive model from Dong et al. (2020). We train a
BART-large (Lewis et al., 2020) model to take the
source document and the summary with entity slots
masked and fill in the masked slots. We also train
the model on the data subset whose summaries con-
tain only named entities found in the input, which
we call SpanFact-c.
CCGS We apply the model from Chen et al. (2021)
that generates candidate summaries by enumerating
all ways to replace summary entities with similar-
typed input entities and training BART with a clas-

sification layer to re-rank these summaries.
ReDRESS We apply the approach from Adams
et al. (2022) for revising clinical reference sum-
maries to news summarization. The approach con-
sists of two stages: 1) a perturber learns to corrupt
a summary by using entity swaps between the in-
put and a retrieved set of entities, span deletion,
and shuffling as training data. 2) The perturber is
then applied to the reference summaries to create
training samples for a reviser that learns to remove
errors through contrastive learning. In contrast, our
approach focuses on more controlled perturbations
and revisions to remove and compress rather than
rewrite, which may insert errors.
FactPegasus We apply the deletion-based corrector
component of Wan and Bansal (2022). This method
removes extrinsic entity error tokens and surround-
ing words based on manually-defined rules over
the dependency parse of the summary, which may
introduce grammatical errors.

2.2 Compression-Based Post-Editor

We train a post-editor in two steps on sentence
compression data from Filippova and Altun (2013),
where the uncompressed sentence can be viewed
as the summary containing information not present
in the compressed version. Example input and out-
put for these two steps are shown in Figure 1. We
first train a BART-large perturber model condi-
tioned upon a compressed sentence and entities
present in the longer sentence but not present in
the compressed one to produce a longer sentence.
In other words, we maximize the following prob-
ability: P (Uncompressed | Compressed, Ents).
Then, for a given data point in the summarization
dataset, we select each of one, two, and three en-
tities from the source not present in the reference
and condition upon those entities and the reference
summary to produce a longer, perturbed version
containing those entities. Varying the number of en-
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Model E-Psrc BS-Psrc Darc QAFE E-Rref BS-F1ref R1 R2 RL R1-c CoLA Edit%
BART 61.59 41.69 82.80 1.960 55.02 48.88 45.20 21.95 36.95 43.59 98.83 -
BART-c 80.42 44.39 89.53 2.161 41.47 44.83 41.10 17.63 33.10 41.32 98.81 -
SpanFact (Dong et al., 2020) 61.96 41.70 82.90 1.947 54.51 48.77 45.10 21.88 36.88 43.54 98.77 40.53
SpanFact-c 74.26 42.82 85.85 1.978 45.20 47.32 43.44 19.80 35.42 43.45 98.44 60.27
CCGS (Chen et al., 2021) 64.80 41.93 83.44 1.938 53.22 48.56 44.89 21.61 36.71 43.57 98.54 15.07
ReDRESS (Adams et al., 2022) 75.42 44.90 88.54 2.168 47.37 46.98 43.30 20.12 35.29 42.81 98.79 61.82
FactPegasus (Wan and Bansal, 2022) 98.71 42.82 90.82 2.082 35.76 44.39 41.98 18.30 34.45 43.98 93.25 67.05
CompEdit (ours) 80.02 43.03 88.35 2.124 44.49 47.00 43.45 20.29 35.63 43.61 98.61 54.31
ReDRESS + CompEdit 85.07 45.39 90.61 2.224 42.20 45.97 42.32 19.19 34.53 42.67 98.66 73.36

Table 2: Baseline and post-editing automatic results for factual consistency, relevance, and grammaticality metrics
on XSum. The top two scores from the post-editors in each column are highlighted.

tities inserted mirrors differing levels of editing re-
quired. Note that while the entities inserted are not
extrinsic errors since they appear in the source, they
are inserted out-of-context since the perturber does
not condition upon the source document. We then
train our BART-large model post-editor model,
which we call CompEdit, to produce the original
reference summaries conditioned upon the source
document and these perturbed summaries, with
special tokens surrounding the entities that should
be removed. In this setup, the post-editor learns
to remove related, out-of-context entities during
training. We only train on references for which
all named entities were found in the source and
thus maximize the following: P(Gold summary |
source, special-token perturbed summary). While a
post-editor could be trained directly from sentence
compression data or on summarization data with-
out access to the source, such models resulted in
a degradation of summary salience. During infer-
ence, we surround extrinsic entity errors, as deter-
mined by named entity overlap with the input, with
special tokens to signal the model to remove them.

3 Experiments

3.1 Settings

We evaluate the above approaches on the XSUM
(Narayan et al., 2018) and CNN/DM (Hermann
et al., 2015) datasets. We apply BART-large as
the base summarization model, and post-editing
models are applied to this base model’s output. We
also report results for BART-large trained on a data
subset in which all summary named entities are
found in the source, which we call BART-c. All
SpanFact and CompEdit models are trained for
10 epochs with a batch size of 64, with the best
checkpoint chosen according to the highest average
of ROUGE-1/2/L (Lin, 2004) on the validation set.
Additional dataset and modeling details, including

Model E-Psrc BS-Psrc Darc R1 R1-c
UniLM 60.63 42.45 0.83 42.13 40.74

FASumFC 60.66 42.40 0.83 42.17 40.78
ReDRESS 76.01 46.28 0.90 40.73 40.33
FactPegasus 99.06 43.28 0.91 39.26 41.05
CompEdit (ours) 80.72 43.86 0.89 40.79 40.93
ReDRESS + CompEdit 78.44 45.43 0.92 39.17 39.46

BottomUp 43.31 31.38 0.41 26.90 26.28
FASumFC 44.76 32.09 0.43 28.19 27.50
ReDRESS 82.11 45.70 0.85 31.50 31.62
FactPegasus 91.35 31.65 0.49 26.78 26.71
CompEdit (ours) 79.74 34.13 0.54 27.65 28.40
ReDRESS + CompEdit 83.66 44.30 0.87 31.67 32.03

Table 3: Comparison of post-editors with FASumFC
(Zhu et al., 2021) on UniLM (Dong et al., 2019) and
BottomUp (Gehrmann et al., 2018) outputs on XSum.

CNN/DM results, are found in the Appendix.
To show the generalizability of our results to

post-editing models other than BART, we test the
best post-editors on UniLM (Dong et al., 2019) and
BottomUp (Gehrmann et al., 2018) outputs (addi-
tional models in the Appendix). Zhu et al. (2021)
released the output of their post-editor FASumFC
on these outputs but not their trained model. This
post-editor is a seq2seq denoising model trained
with entity swaps for inserting inconsistencies and
backtranslation to create paraphrases.

3.2 Automatic Evaluation

We evaluate using standard ROUGE-1/2/L (R-
1/2/L) and include a variation called R1-c that eval-
uates R1 on the reference summaries with entities
not found in the input removed from the summary.
We include the percentage of the base model sum-
maries that are edited by the post-editor (Edit%)
and the following metrics:
E-Psrc (E-Rref ) measures the percentage of enti-
ties in the generated summary (reference) present
in the input (generated summary). E-Psrc as a met-
ric performs on par with model-based, token-level
metrics (Zhou et al., 2021; Cao et al., 2022). The
subset of data without named entity errors has an
E-Psrc of 100.
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Model Consistent Inconsistent
Unedited summaries 441 62
Cao et al. (2020) 447 56
Lee et al. (2022) 446 57
ReDRESS + CompEdit 473 30

Table 4: Human evaluation of the number of factually
consistent and inconsistent summaries after post-editing
on the FactCC (Kryscinski et al., 2020) test dataset.

BS-Psrc (BS-F1ref ) represents the BERTScore
(Zhang et al., 2020) precision (F1) w.r.t. the source
article (reference summary).
Darc measures the percentage of dependency arcs
in summary entailed by the source article using the
model from Goyal and Durrett (2021).
QAFE is the QAFactEval question answering-
based consistency metric (Fabbri et al., 2021).
CoLA To evaluate grammaticality, we apply a
RoBERTa-large (Liu et al., 2019) model from Kr-
ishna et al. (2020) trained on the CoLA dataset
(Warstadt et al., 2019), which includes sentences
and labels for their grammatical acceptability.

3.3 Results

Results of applying post-editing models to BART
on XSum are shown in Table 2, and examples, and
results on CNN/DM, are in the Appendix.

We note that BART-c improves across all factual
consistency metrics compared to BART at the cost
of ROUGE and other informativeness metrics. We
find that SpanFact does not improve factual consis-
tency, as this model is trained to fill in entity masks
on the original, noisy dataset, but SpanFact-c im-
proves factual consistency. While CCGS does im-
prove factual consistency slightly, the model only
edits a small percentage of the summaries (Edit%
of about 15). Other post-editors make a more re-
alistic number of edits, considering that over 70%
of XSum reference summaries may contain factual
inconsistencies (Maynez et al., 2020).

ReDRESS performs better than SpanFact-c on
factual consistency and also E-Rref , which aligns
with its rewriting objective that can insert semanti-
cally relevant entities. FactPegasus improves entity
precision by definition (it is not 100 due to dif-
ferences in entity processing), but it is the only
post-editor that decreases grammaticality by a no-
ticeable margin. Our CompEdit model improves
factual consistency, and we see further improve-
ments when applying our model on top of the Re-
DRESS corrector; ReDRESS as a first-stage cor-
rector can insert suitable replacement entities while

the second-stage compressor may remove any re-
maining entity errors. CompEdit does not remove
all entity errors in the summaries, and a qualitative
inspection revealed that common world knowledge
tokens, such as names of world leaders, were often
left unchanged. Recent work has also noted the
presence of extrinsic world knowledge errors (Cao
et al., 2022), and we leave a larger study of such ar-
tifacts to future work. We note that vanilla ROUGE
scores do decrease along with improvements in fac-
tual consistency. However, R1-c actually shows
improvements when applying FactPegasus or Com-
pEdit, showing that much of the loss in vanilla R1
is due to factual inconsistencies in the references.

We show the results of applying the above post-
editors on non-BART models in Table 3. We find
large improvements over Zhu et al. (2021). We
see a gain in R1-c and entity precision when apply-
ing CompEdit to the pretrained UniLM, showing
the benefits of our compression-based approach
when the underlying model contains relatively high-
quality summaries. ReDRESS shows a large per-
formance increase on BottomUp; its ability to com-
pletely rewrite the summary allows it to improve
the non-pretrained, lower-quality summaries that
require editing beyond just compression. There is
also a benefit from the combination of ReDRESS
and CompEdit in terms of entity precision for the
BottomUp model, which has been shown to contain
a high proportion of entity errors and inconsisten-
cies (Huang et al., 2020; Pagnoni et al., 2021).

Finally, we show the manually-annotated re-
sults of post-editing a non-pretrained model from
the CNN/DM-based FactCC (Kryscinski et al.,
2020) test dataset in Table 4. We compare with
previously-reported results: an autoregressive post-
editor trained on entity swaps and backtranslated
paraphrases (Cao et al., 2020), and a method that
substitutes entities from retrieved source sentences
(Lee et al., 2022). As extrinsic entity errors, for
which CompEdit and FactPegasus are designed,
constitute only a small proportion of errors in this
dataset, we only include ReDRESS + CompEdit.
CompEdit was applied to the ReDRESS outputs
containing extrinsic named entity errors, 2.5% of
edited summaries, all of which were then labeled
factually consistent. We see a large improvement in
consistent summaries and similar trends in the bene-
fit of ReDRESS and adding CompEdit as the above
results on the non-pretrained BottomUp model.
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4 Conclusion

In this work, we propose a sentence-compression-
based post-editing model to improve factual con-
sistency in summarization while maintaining the
informativeness and grammaticality of the result-
ing summaries. We show that this model can be
used in tandem with a post-editor that performs
extensive rewriting for further improvement, espe-
cially in pretrained models and datasets with a high
proportion of entity errors. In future work, we plan
to build on these models by studying the role of
dataset artifacts in error correction and addressing
unfixable summaries.

5 Limitations

We train and test our models on publicly available
news summarization datasets. Political and gen-
der biases may exist in these datasets, and thus
models trained on these datasets may propagate
these biases. Furthermore, while our models are
not language-specific, we only study English sum-
marization.

When used as intended, these post-editing mod-
els can help eliminate some factual inconsistencies
in model summaries. However, these models do
not remove all factual inconsistencies, and thus
much care should be taken if one wants to use such
models in a user-facing setting.

The experiments in this paper make use of A100
GPUs. We used up to 8 GPUs per experiment, and
the experiments may take up to a day to run. Mul-
tiple experiments were run for each model, and
future work should experiment with distilled mod-
els for more lightweight training.
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A Additional Results

Results of applying post-editing models to BART
on CNN/DM are shown in Table 5. BART-c
decreases performance in factual consistency on
CNN/DM, perhaps due to the reduction in train-
ing data points; CNN/DM is largely extractive and
encourages factually consistent as-is. This is reaf-
firmed by the small gap between SpanFact and
SpanFact-c and the generally very high scores on
CNN/DM, which leave less room for improvements
compared to the XSum dataset. We also see a lower
Edit% on CNNDM, which aligns with Pagnoni
et al. (2021) where 27% of BART summmaries on
CNN/DM contained a factual inconsistency.

In Table 6, we provide model outputs that illus-
trate the characteristics of the post-editors studied.

We show the results of applying post-editors on
additional non-BART models in Table 7. We find

similar trends as the post-editors applied to other
non-pretrained in the main text.

Additionally, we trained a post-editor only on
sentence compression data; the model produces
the compressed sentence (summary) given an un-
compressed sentence (summary), with entities to
remove marked with special tokens. This model ap-
plied to BART XSum summaries provided similar
entity precision but resulted in about a 1.2 drop in
ROUGE-1 and a five-point drop in entity recall on
the validation set, so we did not include this model.

B Additional Model Details

In this section, we provide additional details for
our model, baselines, and metrics. To encour-
age retaining essential information, we filter data
points from Filippova and Altun (2013) in which
the compressed sentences contain less than 75%
the number of tokens in the longer sentence. We
compared the effect of sentence compression data
on downstream post-editor performance, experi-
menting with higher compression ratios as well as
other sentence compression datasets (Clarke and
Lapata, 2008), but these models resulted either in
lower ROUGE performance or a decrease in entity
precision on the validation set. To create training
examples for our post-editor, we inserted one, two,
and three entities into the references by applying
our perturber. The size of the subsets of reference
summaries entity precision of 100 on (training, val-
idation) is (52k, 2.9k) for XSum and (160k, 6.5k)
for CNN/DM. We then sample 200k data points
to train on a dataset of size similar to XSum and
found that doubling the size of this data did not
give further improvements.

We experimented with other approaches for
marking extrinsic errors such as model-based ap-
proaches Zhou et al. (2021) and Deng et al. (2021),
but the entity overlap approach performed better
and is more interpretable.

We use the following inference parameters:
(beam size, min generation length, max genera-
tion length, length penalty) for XSum = (6, 11, 62,
1.0) and CNN/DM = (4, 40, 140, 2.0). We retrain
BART-large on XSum, and for CNN/DM we run in-
ference from the fairseq/bart-large-cnn1 checkpoint
from the transformers library (Wolf et al., 2020).

For ReDRESS, we train BART-large rather than
the BART-base model used in the original paper for

1https://huggingface.co/facebook/
bart-large-cnn
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Model E-Psrc BS-Psrc Darc QAFE E-Rref BS-F1ref R1 R2 RL R1-c CoLA Edit%
BART 98.50 71.10 98.57 4.550 58.93 43.55 44.05 21.12 41.02 44.11 95.68 -
BART-c 97.60 68.59 97.88 4.405 58.00 43.70 44.09 20.89 41.11 44.14 95.11 -
SpanFact (Dong et al., 2020) 98.46 71.06 98.49 4.545 58.32 43.45 43.97 21.02 40.95 44.03 95.60 28.29
SpanFact-c 98.83 71.07 98.53 4.544 58.19 43.41 43.95 20.99 40.93 44.01 95.50 32.36
CCGS (Chen et al., 2021) 98.18 71.04 98.49 4.466 58.00 43.48 43.98 21.03 40.96 44.04 95.48 14.93
ReDRESS (Adams et al., 2022) 99.03 71.32 98.66 4.557 58.81 43.53 43.98 21.08 40.96 44.05 95.66 30.13
FactPegasus (Wan and Bansal, 2022) 99.94 71.10 98.68 4.543 58.40 43.44 43.98 21.03 40.96 44.12 95.21 13.44
CompEdit (ours) 99.10 71.13 98.75 4.554 58.61 43.50 44.02 21.08 41.01 44.11 95.52 27.93
ReDRESS + CompEdit 98.95 71.24 98.74 4.555 58.49 43.44 43.96 21.04 40.95 44.04 95.42 44.53

Table 5: Baseline and post-editing automatic results for factual consistency, relevance, and grammaticality metrics
on CNN/DM. The top two scores from the post-editors in each column are highlighted.

Source Article System Summary
Kevin Patrick Dawes, 33, was abducted in
2012 as he entered Syria. ... The Czech
government, which represents US diplomatic
interests in Syria, helped secure his release.

BART A US contractor who was held hostage in Syria for more than three
years has been freed, the US State Department says.

ReDRESS,
(w/CompEdit)

A US contractor who was held hostage in Syria has been freed by
Czech authorities, the US State Department says.

FactPegasus,
CompEdit

A US contractor who was held hostage in Syria has been freed, the US
State Department says.

The victims were farming in an area... close
proximity to Mount Sinabung. The volcano
was still spewing ash on Sunday. ... Rescue
teams are still scouring the area, looking for
more victims who may have been killed or
badly burned by the hot gas and ash clouds
released in the eruption.

BART Rescue workers in Indonesia are searching for more than 20 people
feared dead after the Mount Sinabung volcano erupted on Saturday.

ReDRESS Rescue workers in Indonesia are searching for more victims who may
have been killed when the Mount Sinabung volcano erupted on Satur-
day.

ReDRESS +
CompEdit

Rescue workers in Indonesia are searching for more victims who may
have been killed when the Mount Sinabung volcano erupted.

Table 6: Example BART and post-editor outputs showing the capacity of ReDRESS to insert related entities and for
CompEdit to remove errors. A comma separating two systems indicates that the two return the same summary.

FASum 71.01 37.17 0.71 30.27 29.90
FASumFC 68.59 37.03 0.71 30.19 29.83
ReDRESS 83.26 44.56 0.88 32.76 32.91
FactPegasus 97.81 37.03 0.77 29.52 30.01
CompEdit (ours) 89.32 37.99 0.77 30.54 30.63
ReDRESS + CompEdit 83.04 43.17 0.89 32.49 32.88

TConvs2s 70.58 36.93 0.72 31.45 31.00
FASumFC 69.53 36.57 0.73 32.43 31.95
ReDRESS 83.49 45.17 0.88 33.59 33.71
FactPegasus 97.56 37.44 0.77 30.57 31.08
CompEdit (ours) 88.08 38.80 0.79 32.04 32.06
ReDRESS + CompEdit 83.02 43.62 0.90 33.17 33.55

Table 7: Comparison of post-editors with FASumFC
(Zhu et al., 2021) on FASum (Zhu et al., 2021) and
TConvS2S (Gehring et al., 2017) outputs on XSum.

consistency with the above models. A key compo-
nent of this post-editor is the over-generation and
reranking of the edited summaries; we rerank ac-
cording to entity precision over the input. We also
vary how entities are matched in the ReDRESS
retrieval component and use exact string matching
to match how we filtered the clean data subset.

For CCGS, we apply the XSum-trained reranker
to both XSum and CNN/DM.

For DAE, we apply the DAE_xsum_human_best
model.2 We provide our BERTScore run hash.3

2https://drive.google.com/file/d/
1TGS0RmS1sYlFyU52LxWfPA3Jiuo0d--M/

3bert-base-uncased_L8_no-
idf_version=0.3.9(hug_trans=4.11.3)-rescaled
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