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Abstract

Inrecent years, multilingual machine translation
models have achieved promising performance
on low-resource language pairs by sharing in-
formation between similar languages, thus en-
abling zero-shot translation. To overcome the
"curse of multilinguality", these models often
opt for scaling up the number of parameters,
which makes their use in resource-constrained
environments challenging.  We introduce
SMalLL-100, a distilled version of the M2M-
100 (12B) model, a massively multilingual ma-
chine translation model covering 100 languages.
We train SMaLL-100 with uniform sampling
across all language pairs and therefore focus
on preserving the performance of low-resource
languages. We evaluate SMalLL-100 on differ-
ent low-resource benchmarks: FLORES-101,
Tatoeba, and TICO-19 and demonstrate that it
outperforms previous massively multilingual
models of comparable sizes (200-600M) while
improving inference latency and memory usage.
Additionally, our model achieves comparable
results to M2M-100 (1.2B), while being 3.6 x
smaller and 4.3 x faster at inference.!

1 Introduction

Neural Machine Translation (NMT) systems are
usually trained on datasets consisting of millions
of parallel sentences, thus still performing poorly
on low-resource languages, i.e., languages without
a large amount of training data. Over the past
few years, previous work has proposed several
approaches to improve the quality of translations in
low-resource languages, e.g., Multilingual Neural
Machine Translation (MNMT) models (Johnson
et al., 2017; Fan et al., 2020; Tang et al., 2021;
Goyal et al., 2021), back-translation (Sennrich
et al., 2016; Edunov et al., 2018) and unsupervised
machine translation (Garcia et al., 2021; Ko et al.,

*Work done during an internship at NAVER LABS Europe.

'The code and pre-trained SMaLL-100 model is available
athttps://github.com/alirezamshi/small10e.

2021). Massively MNMT models are particularly
interesting for low-resource languages as they ben-
efit the most from knowledge transfer from related
languages (Arivazhagan et al., 2019). However,
it is also seen that curse of multilinguality hurts
the performance of high-resource languages. So,
previous work attempted to increase the model size
to maintain the translation performance in both
high and low-resource languages. This makes the
use of these massively MNMT models challenging
in real-world resource-constrained environments.
To overcome this problem, we propose SMal.L-
100, a Shallow Multilingual Machine Translation
Model for Low-Resource Languages covering
100 languages, which is a distilled alternative of
M2M-100 (12B) (Fan et al., 2020), the most recent
and biggest available multilingual NMT model. In
this paper, we focus on very-low and low-resource
language pairs as there is no reasonable-size uni-
versal model that achieves acceptable performance
over a great number of low-resource languages.
We do so by training SMalL.L-100 on a perfectly
balanced dataset.> While this leads to lower
performance on the high-resource languages, we
claim that this loss is easily recoverable through
further fine-tuning. We evaluate SMaL.L-100 on
different low-resource benchmarks, e.g., FLORES-
101 (Goyal et al., 2021), Tatoeba (Tiedemann,
2020), and TICO-19 (Anastasopoulos et al., 2020).
To summarize, our contributions are as follows:

* We propose SMal.L-100, a shallow multilin-
gual NMT model, focusing on low-resource
language pairs.

* We evaluate SMalLL-100 on several low-
resource NMT benchmarks.

* We show that our model significantly out-
performs previous multilingual models of
comparable size while being faster at infer-
ence. Additionally, it achieves comparable

2 All language pairs have the same sampling probability,
regardless of their training data size.
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results with M2M-100 (1.2B) model, with
4.3x faster inference and a 3.6 x smaller size.

* While SMalLL-100 reaches 87.2% perfor-
mance of the 12B teacher model, we show
that this gap can be closed with a few fine-
tuning steps both for low and high-resource
languages.

2 Model and Training

2.1 SMaLL-100 Architecture

It has been shown by Kasai et al. (2021) that
deep encoder / shallow decoder architectures can
achieve good translation quality while being signif-
icantly faster at inference. Berard et al. (2021) have
confirmed that this is also valid for multilingual
NMT. Here, we use a 12-layer Transformer
encoder (Vaswani et al., 2017) and 3-layer decoder.
Table 8 in the Appendix B reports further details
of the SMaL.L-100 architecture. Different from
M2M-100 model, we use language codes in the
encoder side, as it is shown to perform better with
shallow decoder architectures (Berard et al., 2021).

2.2 Training Strategy

SMaLL-100 is trained with a combination of two
loss functions: a standard Cross Entropy loss (CE)
and a Knowledge Distillation loss (KD). Given
source sequence X and gold target translation
Y = (yo,-..,Ym), the CE loss is calculated as:

m K]
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where |K| is the target vocabulary size, 1 is the
indicator function, and g is the model parameters.
p() is the conditional probability function.

We additionally use a word-level distillation
loss, which is the Kullback—Leibler divergence
between the output distributions of the student and
teacher models (Hu et al., 2018). Specifically, it
is calculated as:

m | K|
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where 07 is parameters of the teacher model. ¢()
is the conditional probability of the teacher model.
The total loss is computed as:

Liotal = Lee+aLyq 3)

Resource Type Criteria

Very-Low |K|<100K
Low 100K <|K|<1M
Medium 1M <|K|<100M
High 100M < | K|

Table 1: The criteria to split languages into different
resource categories. | K| is the amount of training data
to/from English.

where « is a trainable parameter.

2.3 Training Data

Our training data includes parallel sentences
from CCMatrix (Schwenk et al., 2019) and
CCAligned (El-Kishky et al., 2020) datasets,
which are part of the training data used by Fan et al.
(2020) to train the M2M-100 models. As our goal
is to maintain the performance of low-resource
languages, we balance the training data across all
language pairs; specifically, 100K sentence pairs
are sampled for each language pair.®> As a result,
our training data contains nearly 456M parallel
sentences, which is less than 6% of the original
data on which M2M-100 (Fan et al., 2020) was
trained. We use the same languages as M2M-100.

3 Experimental Setup

3.1 Evaluation Benchmarks

FLORES-101 is a multilingual NMT bench-
mark, containing 3,001 sentences from different
domains, that are derived from English Wikipedia.
Sentences are translated into 101 languages by
human translators (Goyal et al., 2021). It mostly
includes low and medium-resource languages. We
use devtest subset for the evaluation.

Tatoeba is a crowd-sourced collection of
user-provided translations in different lan-
guages (Tiedemann, 2020). We choose a subset
of languages from test set of Tatoeba Challenge,*
which are covered by M2M-100.

TICO-19 was created during the COVID-19
pandemic (Anastasopoulos et al., 2020). It con-
tains sentences from 36 languages in the medical
domain, including 26 low-resource languages.

3For language pairs with less than 100K sentence pairs,
we repeat their data. We randomly select 100K sentences for
language pairs with more than 100K training sentences.

*https://github.com/Helsinki-NLP/
Tatoeba-Challenge
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Language Direction

Model params Speed | VL2VL VL2L VL2M VL2H L2VL L2L L[2M L2H M2VL M2L H2VL H2L | AVG
FLORES-101

FLORES-124 175M  5.3x 33 34 6.0 7.8 3.7 3.1 6.9 8.8 6.9 52 8.1 6.0 5.8
M2M-100 418M  3.1x 4.3 3.7 7.8 9.4 5.4 34 91 113 9.9 5.8 114 6.6 7.3
FLORES-124  615M  29x 5.1 5.1 9.2 11.2 5.8 47 106 13.1 10.3 7.6 11.5 8.5 8.6
Finetuned-100  330M  7.8x 6.1 54 8.7 11.3 5.7 4.1 9.0 11.8 104 6.8 13.0 8.0 8.4
SMaLL-100 330M  7.8x 79 7.0 10.3 12.6 8.4 6.1 116 143 13.7 9.0 16.7 10.2 | 10.7
M2M-100 1.2B 1.8x 6.7 6.1 10.8 12.8 8.7 6.1 130 159 13.6 8.8 15.4 9.7 | 10.6
M2M-100 12B 1x 8.7 8.8 11.9 13.7 11.7 9.7 154 182 165 12.6 18.7 139 | 133
Tatoeba

FLORES-124 175M  5.3x - 7.6 15.7 10.1 4.6 53 115 108 14.0 10.2 6.4 7.5 9.4
M2M-100 418M  3.1x - 74 19.7 12.3 5.9 53 138 132 14.9 11.7 7.7 9.0 | 109
FLORES-124  615M  2.9x - 9.1 19.4 114 6.9 7.6 127 137 144 13.3 8.0 9.7 | 114
Finetuned-100  330M  7.8x - 4.0 21.1 144 7.7 52 153 142 14.0 12.1 8.9 83 | 114
SMaLL-100 330M  7.8x - 4.6 22.1 16.4 8.7 70 167 158 16.3 14.5 106 11.2 | 13.1
M2M-100 1.2B 1.8x - 8.8 19.5 13.1 8.7 72 163 17.0 17.2 134 107 11.1 | 13.0
M2M-100 12B 1x - 8.6 23.5 13.1 98 102 17.8 179 185 152 107 132 | 144
TICO-19

FLORES-124 175M  5.3x 4.6 5.5 8.1 11.5 44 56 97 122 39 8.0 4.2 8.7 7.2
M2M-100 418M  3.1x 4.0 5.5 9.8 13.7 4.2 57 11.6 149 4.1 8.8 5.3 9.4 8.1
FLORES-124  615M  29x 4.6 7.4 11.5 16.4 4.8 76 129 167 4.4 10.7 4.4 11.5 | 94
Finetuned-100  330M  7.8x 6.1 7.2 11.9 17.4 5.5 6.1 12.1 152 6.4 9.0 9.5 103 | 9.7
SMaLL-100 330M  7.8x 7.8 8.8 133 19.0 8.0 85 143 178 8.3 1.5 113 127 | 11.8
M2M-100 1.2B 1.8x 54 8.2 13.2 18.9 6.0 8.7 140 192 52 11.5 6.1 12.5 | 10.8
M2M-100 12B 1x 6.4 10.9 154 20.6 7.8 119 16.6 214 6.4 154 8.7 164 | 13.1

Table 2: Average spBLEU performance on FLORES-101, Tatoeba, and TICO-19 benchmarks for different language
pair categories, defined in Appendix A. FLORES-101 results are computed on language pairs where M2M-100
12B has spBLEU scores higher than 3 to avoid polluting the analysis with meaningless scores. The first and second
columns give the model size and speed-up ratios compared to M2M-100 (12B). Last column is the average spBLEU
performance over all mentioned language directions. The best scores are shown in bold, and the second best results

are shown with underline.

We evaluate on languages which are covered by
M2M-100 (Fan et al., 2020).

Inspired by Goyal et al. (2021), we split the lan-
guages based on the amount of available training
sentences aligned with English into 4 different
categories: Very-Low (VL), Low (L), Medium (M),
and High-resource (H). As the true amount of
training data is both dependent on quality and
quantity of parallel sentences, Goyal et al. (2021)
suggested to estimate it by computing the number
of bitext data aligned with English, that is calcu-
lated from statistics of OPUS corpora (Tiedemann,
2012). Table 1 illustrates the criteria for choosing
the category of different languages. More details
about the distribution of language pair categories
in each benchmark are provided in Appendix A.

3.2 Baselines

M2M-100 Fan et al. (2020) is a recent many-to-
many NMT model covering 100 languages. Fan
et al. (2020) provide 3 variants with respectively
418M, 1.2B, and 12B parameters. We compare
against these 3 variants.

FLORES-124 is an extension of M2M-100,
covering additional 24 languages. Training
data of the additional languages is derived from
OPUS (Tiedemann, 2012). Goyal et al. (2021)
provide two models with 175M and 615M
parameters. We use both models as baselines.

FineTuned-100 uses the same architecture as
defined in Section 2, but KD loss (L) is not used
for training. For a fair comparison, it is trained for
the same number of steps as SMalLL-100 model.

3.3 Implementation Details

SMaLL-100 contains nearly 330M parameters
with 12 encoder and 3 decoder Transformer
layers.” It is trained for 30 days on 16 TESLA
V100-32GB GPUs,® with a batch size of 1K tokens
and accumulated gradients over 9 batches. We

STt is initialized with M2M-100 (418M), using its first 3
decoder layers for the initialization of the student’s decoder.

64 GPUs are used for the training of the student model. 12
GPUs are utilized to do the model parallelism of the teacher
model.
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Fine-tuned

Language pair Language Type M2M-100 (418M) SMaLL-100 steps M2M-100 (12B)
Cebuano-English Low 18.6 29.8 0.5K 27.7
English-Igbo Low 9.2 15.7 1.5K 14.9
English-Malayalam Low 16.7 20.8 3K 20.6
Georgian-Russian Medium 6.9 13.1 0.5K 10.1
English-Italian High 333 334 20K 335
French-Italian High 31.3 31.5 20K 32.0
Italian-Spanish High 26.6 26.8 20K 27.0

Table 3:

spBLEU performance of fine-tuned SMaLL-100 and M2M-100 (418M) for the specified step, and

M2M-100 (12B) on FLORES-101 devtest. The "step" column is the number of training steps required to reach
M2M-100 (12B) performance. The type of each language pair is defined as the minimum of source and target

language categories.

implement our model using fairseq repository.” We
use last-checkpoint® of M2M-100 (12B) for
the teacher model. For decoding, the beam search
of 5 is applied. All hyper-parameters regarding the
architecture and optimization strategy are provided
in Appendix B.

For a faster convergence, we first fine-tune SMalL.L-
100 for 150k steps without distillation (L4). Then,
it is trained with both losses for 756K steps (nearly
1 epoch). For evaluation, we use SentencePiece
BLEU (spBLEU), as it is shown to be a fair metric
in multilingual settings (Goyal et al., 2021).°
We use the same tokenizer and dictionary as
M2M-100.

4 Results and Discussion

4.1 Low-Resource NMT Benchmarks

Table 2 shows the average spBLEU performance
on FLORES-101, Tatoeba, and TICO-19 test sets
for different categories of language directions. '’
SMaLL-100 outperforms all the models with
comparable sizes while being smaller and faster at
inference. Specifically, it outperforms M2M-100
418M both in terms of performance (+3.1 spBLEU)
and inference speed (2.5 faster). We believe that
Finetuned-100 outperforms M2M-100 418M for
low-resource languages thanks to finetuning on
the balanced dataset. The higher performance of

"https://github.com/facebookresearch/fairseq

8https://github.com/facebookresearch/fairseq/
tree/main/examples/m2m_100

It utilizes a SentencePiece tokenizer with 256K
tokens: https://github.com/facebookresearch/flores

%Complete spBLEU calculations of different language
pairs on tested NMT benchmarks are provided in Appendix C.
Speed is calculated on 2 TESLA V100-32GB GPUs with a
batch size of 1 sentence over a subset of FLORES-101 devtest,
containing nearly 10K sentences from all language pairs.

SMaLL-100 compared to Finetuned-100 across all
benchmarks shows the benefit of KD loss which
allows to distill knowledge from the teacher model.
Additionally, SMaL.L-100 achieves competitive
results with M2M-100 (1.2B), while being 3.6 x
smaller and 4.3 x faster at inference. Compared to
the biggest M2M-100 model (12B), SMaLL-100
loses nearly 1.7 spBLEU but is 36 x smaller and
7.8x faster. Regarding medium and high-resource
language pairs (as shown in Appendix C.A),
SMaL.L-100 achieves better or similar performance
compared to M2M-100 (418M) and FLORES-
124 (615M), while it contains fewer parameters and
is faster at the evaluation time. It under-performs
for some medium and high-resource language pairs
compared to the teacher model (M2M-100 12B),
which could be easily recovered, as we describe
in the remaining section.

4.2 Recovering Teacher Model Performance

To go further, we demonstrate that SMal.L.-100
can easily recover the performance of the teacher
model with just a few fine-tuning steps, both
for low and high-resource language pairs. For
comparison, we fine-tune M2M-100 (418M)
model with the same number of steps.

Table 3 reports spBLEU performance for several
language pairs, alongside the number of fine-tuning
steps, required by SMaLL-100 model to reach
M2M-100 (12B) performance.'! We see that
SMaLL-100 achieves better performance than
M2M-100 (12B) after a few training steps on
low-resource language pairs. For high-resource
language pairs, SMaLLL-100 is fine-tuned for 20K

""More dataset and implementation details of these
fine-tuning experiments are provided in Appendix D.
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steps to reach the performance of M2M-100 (12B)
model.  Additionally, fine-tuned SMalLL-100
significantly outperforms fine-tuned M2M-100
(418M) model on low and medium-resource
languages. This confirms that SMaLLL-100 could
be a powerful and lightweight initialization model
for training on different language pairs.

5 Related Work

Compression and Distillation. Over the past
few years, pre-trained models lead to signifi-
cant improvement by increasing the parameter
size (Raffel et al., 2019; Fan et al., 2020; Zhang
et al., 2022), which makes it challenging to use
them in the resource-constraint environment.
Previous work use several compression techniques
e.g. knowledge distillation (Kim and Rush, 2016;
Li et al., 2021), pruning (Behnke and Heafield,
2020; Zhang et al., 2021; Mohammadshahi et al.,
2022), and quantization (Tao et al., 2022; Yao
et al., 2022) to provide a reasonable-size model,
while keeping the performance.

Multilingual NMT. It provides a single model to
translate between any pair of languages, which sig-
nificantly improves performance on low-resource
languages thanks to knowledge transfer (Haddow
et al., 2021). Several works (Dong et al., 2015;
Firat et al., 2016; Platanios et al., 2018; Fan et al.,
2020; Berard et al., 2021) propose to include
both language-specific, and language-independent
parameters in MNMT models. Recently, massively
MNMT models (Neubig and Hu, 2018; Arivazha-
gan et al., 2019; Aharoni et al., 2019; Fan et al.,
2020; Zhang et al., 2020) have been proposed
to translate between more than 100 languages.
However, these models usually contain a huge
number of parameters to maintain performance in
both high and low-resource languages. Different
from the previous work, we introduce SMaLL-100,
which outperforms previous models with compara-
ble size in low-resource language directions, while
achieving better speed and being smaller.

6 Conclusion

We presented SMalLL-100 model, a shallow mul-
tilingual NMT model, focusing on low-resource
languages. We evaluated our model on different
NMT benchmarks. SMaLL-100 significantly
outperforms multilingual models of comparable
size on all of the tested benchmarks (FLORES-101,

Tatoeba, TICO-19) and is much faster at inference.
It also achieves competitive results with M2M-100
1.2B (Fan et al., 2020), while being 4.3 x faster
at inference and 3.6x smaller. Compared to
M2M-100 (12B), the biggest available MNMT
model, SMaLL-100 loses nearly 1.7 spBLEU
on average but it is significantly faster (7.8X)
and smaller (36x), which makes it a good fit
for resource-constrained settings. Additionally,
we show that SMaLL-100 can achieve similar
performance as M2M-100 (12B) with just a few
steps of fine-tuning on specific language pairs.

Limitations

As mentioned in Section 4, SMalLL-100
model under-performs for some medium and high-
resource languages, which could be resolved by fur-
ther fine-tuning. Due to our computation constraint,
we train SMaLL-100 model on nearly 6% of the
original M2M-100 model. So, we encourage future
research to increase the size of training data (espe-
cially for low-resource languages) to achieve better
performance. Also, future research could apply
different distillation strategies (Wu et al., 2020;
Wang et al., 2021), as we just used word-level
knowledge distillation loss (Hu et al., 2018).
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Appendix A Details of Evaluation benchmarks

A.A Resource-type of Languages in Evaluated Datasets

af Low ‘ lg  Very-Low ‘ It Medium ‘ sn Low ‘ gl Medium
am Low ‘ ka Medium ‘ luo Low ‘ sd  Very-Low ‘ ed Low
ar  Medium | de High | Ib  Medium | sk  Medium | ht  Low
hy Low ‘ el Medium ‘ mk  Medium ‘ sl Medium ‘ su Low
as  Very-Low ‘ gu Low ‘ ms Low ‘ SO Low ‘ In  Very-Low
ast Low ‘ ha Low ‘ ml Low ‘ ku Low ‘ ilo Low
az Low ‘ he Medium ‘ mt  Medium ‘ es High ‘ mg  Medium
be Very-Low ‘ hi Medium ‘ mr Low ‘ SW Low ‘ tn  Very-Low
bn  Medium | hu Medium | mi  Low | sv  Medium | br  Medium
bs Low ‘ is Medium ‘ mn Low ‘ tg Low ‘ ns  Very-Low
bg  Medium ‘ ig Low ‘ ne Very-Low ‘ ta Low ‘ si  Medium
my Low ‘ id Medium ‘ nso Very-Low ‘ te Low ‘ yi Low
ca  Medium ‘ ga Low ‘ no  Medium ‘ th Medium ‘ fy  Medium
ceb Low ‘ it High ‘ ny Low ‘ tr Medium ‘ sq  Medium
zh  Medium ‘ ja Medium ‘ oc  Very-Low ‘ uk Medium ‘ ss  Very-Low
hr  Very-Low ‘ jv Medium ‘ or Very-Low ‘ umb Low ‘ fr High
cs  Medium ‘ kea Very-Low ‘ om Low ‘ ur Low ‘ ff  Very-Low
da  Medium ‘ kam Very-Low ‘ ps Low ‘ uz  Very-Low ‘ lo Low
nl  Medium ‘ kn Low ‘ fa  Medium ‘ vi Medium ‘ Iv. Medium
en High ‘ kk Low ‘ pl  Medium ‘ cy Low ‘ ru High
et Medium ‘ km Low ‘ pt High ‘ wo  Very-Low ‘ st Medium
tl  Very-Low ‘ ko Medium ‘ pa Low ‘ xh Low ‘ zZu Low
i Medium | ky Low | ro Medium | yo Low | ba Low

Table 4: ISO-639 code and resource type of languages used in evaluated NMT benchmarks.

A.B FLORES-101

We use devtest subset of FLORES-101 for the evaluation. To better compare different models, we
exclude evaluation of language pairs, in which the spBLEU performance of M2M-100 12B (Fan et al.,
2020) model is below 3. This gives 5,934 language directions for the comparison. Table 5 shows the
distribution of different categories of language pairs.

VL2VL VL2L VL2M VL2H L2VL L2L L2M L2H M2VL M2L M2M M2H H2VL H2L H2M H2H
No. lang. pairs 44 200 388 81 144 645 960 186 181 992 1330 259 35 190 257 42

Table 5: Distribution of resource categories for different language directions on FLORES-101 (Goyal et al., 2021).

A.C Tatoeba Challenge

We use the test subset data, provided by Tiedemann (2020)? to evaluate all models. We choose a subset of
dataset that includes languages which are covered by M2M-100 (Fan et al., 2020) model. This brings 1,844
language pairs for the evaluation. The distribution of different language pair categories is shown in Table 6.

12https ://github.com/Helsinki-NLP/Tatoeba-Challenge
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VL2L VL2M VL2H L2VL L2L I2M L2H M2VL M2L M2M M2H H2VL H2L H2M H2H
No. lang. pairs 7 30 37 7 34 144 113 30 144 632 237 37 113 237 42

Table 6: Distribution of resource categories for different language directions on Tatoeba Challenge.

AD TICO-19

We use the evaluation benchmark provided by Anastasopoulos et al. (2020)'3 to compare all models
in multilingual medical domain. We utilize language pairs that are included in M2M-100 (Fan et al.,
2020) model. This gives us 650 language pairs for the evaluation. Table 7 shows the number of language
pairs in different resource types of language directions.

VL2VL VL2L VL2M VL2H L2VL L2L L2M L2H M2VL M2L M2M M2H H2VL H2L H2M H2H
No. lang. pairs 12 48 24 16 48 132 72 48 24 72 30 24 16 48 24 12

Table 7: Number of language pairs for different categories of language directions on TICO-19.

Appendix B Hyper-Parameters for Architecture and Optimization

Hyper-Parameter Specification ‘ Hyper-Parameter Specification
Encoder Layer 12 Scheduler inverse-sqrt
Decoder Layer 3 Optimizer Adam
Encoder Emb dim. 1024 Clip Norm 1.0
Decoder Emb dim 1024 Learning Rate le-4
Encoder FFN Emb dim. 4096 Warmup init LR le-07
Decoder FEN Emb dim. 4096 Warmup Updates 40K
Number of attn heads 16 Adam Betas 0.9,0.98
Attention Dropout 0.1 Adam eps le-6
Share Encoder/Decoder Emb. True Label Smoothing 0.1
FP16 True Dropout 0.1
Loss Scalar 2.0 Max Tokens (per GPU) 1,000

Table 8: List of hyper-parameters used for the architecture, and optimization.

Bhttps://tico-19.github.io/
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Appendix C spBLEU Results

C.A spBLEU of Remaining Language Directions

Language Direction

Model params Speed M2M M2H H2M  H2H
FLORES-101

FLORES-124  175M  53x 137 18.0 16.8 23.0
M2M-100 418M  3.1x 181 230 21.6 27.8

FLORES-124  615M  29x 193 24.1 22.7 28.9
Finetuned-100 330M  7.8x 164 21.2 19.7 26.0
SMaLL-100 330M  7.8x 193 242 22.6 28.8

M2M-100 1.2B 1.8 22.3 28 25.8 32.7
M2M-100 12B 1x 239 295 27.6 34.3
Tatoeba

FLORES-124 175M 5.3 252 28.1 24.5 35.3
M2M-100 418M  3.1x 296 34.0 29.6 41.6

FLORES-124  615M  29x  31.7 355 31.0 43.0
Finetuned-100  330M  7.8x 283 342 28.1 39.2
SMaLL-100 330M  7.8x 319 363 31.1 42.4

M2M-100 1.2B 1.8x 338 39.0 342 47.4
M2M-100 12B 1x 33.1  39.0 34.2 48.7
TICO19

FLORES-124 175M  53x  15.1 203 17.7 28.1
M2M-100 418M  3.1x 206 26.6 23.6 33.1

FLORES-124  615M  29x 202 27.0 233 339
Finetuned-100  330M  7.8x 19.7 244 234 31
SMaLL-100 330M  7.8x  21.7 274 25.2 33.7

M2M-100 1.2B 1.8x 21.1 302 24.8 37.7
M2M-100 12B 1% 248  33.1 28.3 394

Table 9: Average spBLEU performance of different models on FLORES-101, Tatoeba, and TICO-19 benchmarks for
medium and high-resource language pair categories, defined in Section 4. The FLORES-101 results are computed on
language pairs where M2M-100 12B has spBLEU scores higher than 3 to avoid polluting the analysis with meaningless
scores. The first and second columns give the model size and speed-up ratios compared to M2M-100 (12B).
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C.B FLORES-101

Table 10: spBLEU performance of last checkpoint of SMaLLL-100 model on language pairs of FLORES-101.

C.C Tatoeba

Table 11: spBLEU performance of last checkpoint of SMaLLL-100 model on language pairs of Tatoeba.
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C.D TICO19

el o Tar [on

sre am | ar my | zh en tl fr lg | ha hi id km |In |ms |mr |ne ps fa ru s0 | es swo | ta ur zu
am -1 75 127 | 15|76 183 | 11.3 | 13.7 | 24 | 6.9 162 | 142 | 55 241144 |59 |6.1 7.3 11.8 | 10.6 | 0.5 | 15.7 | 13.7 | 6 104 | 5.2
ar 7.8 -1 168 | 1.5 | 123 | 299 | 3.8 23.6 | 1.5|74 | 249 |26 9.8 18123942 |03 6.4 205|188 | 04| 295| 213 | 1.7 133 |25
bn 9.7 155 -1 44 | 138 |33.8[239|21.6|39|107|31.1 279|126 |44 273|113 ]| 164|104 |21.1|194|16|279|227]99 |183]99
my 67 |63 | 114 |-1 |79 166|142 |112|32|79 |147|143 |79 |28 |148 |56 |8 79 | 11.5]102 | 1.3 | 144 | 13.7 | 6.1 11 7.1
zh 86 |156 183 |4 -1 27.5(20.6 1209 |3.6]93 |243 265|106 |4 24585 |68 |92 | 19919 14]266]209 |53 [152]9
en 11.1 | 252 (268 | 7 19.6 | -1 35.6 | 363 |56 | 154|393 |47 17.9 | 3.6 | 447 | 12.1 | 19 11.8 1299|297 | 2.1 | 475|324 |93 |208 | 157
tl 101 | 152|214 |6 146 | 454 | -1 26.1 | 57| 14 28.5(339| 147 |6 332 | 10.1 | 146 | 10.6 | 21.9 | 225 | 1.6 | 333 | 262 | 7 17 14.6
fr 8.5 184 | 17.8 | 3.8 | 139 | 351 | 223 | -1 35197 26.1 | 30.7 | 11.6 | 3.9 | 27.6 | 83 26 |79 20.8 | 225 | 1.1 | 343 | 213 | 1.7 143 | 8.8
Ig 4.1 3.1 6.5 26 |42 14.1 | 10.8 | 8.5 -1 74 |72 102 139 |46 |98 39 |45 4 5.7 8.7 1.5 (11397 24 |52 |68
ha 59 |64 |103 32|64 |20.7]|168| 126 |39 |-1 135162 |81 |48 ] 16 5 68 |72 | 117|117 )14 166|147 |43 |98 |83
hi 10.5 | 18 254 |46 | 153 | 408|263 |25 42| 114 | -1 319 | 135 | 45 | 31 13.5 1204 | 11 23.6 | 22.1 | 1.6 | 32.6 | 25.5 | 104 | 21.4 | 10.5
id 9.7 [195]222 |48 |174 |43 229|286 |47 (127|302 | -1 143154 (39.1 74 |07 |103]256 25 19 [365]275|39 | 175|117
km 7.6 | 108|146 |32 |10 |25 194 | 17 38104 |20 |225]-1 411222168 [94 |88 |159|147 |1 215|189 ] 6.6 |13.1]86
In 3.6 34 |59 |21 |42 12 9.2 8.1 42 1 6.1 6.8 109 | 3 -1 10.1 | 34 34 |43 59 8.2 1.2 1107 | 94 2 52 |63
ms 10.1 11921226 |5 163 | 442 | 28 27.6 | 48| 132|308 | 414 | 147 | 55 | -1 8.9 1.1 10.6 | 252|238 | 1.9 | 352 | 282 | 6.6 17.8 | 12.4
mr 79 108|177 26|98 239|183 | 164 |26 |82 |[241]192|95 |[28]197]-1 123 |8 158 | 141 109 | 204 | 164 | 8 149 |73
ne 95 |86 |219 |4 122 1331 | 22.1 | 19.1 [ 39|99 |31.7 208 | 11.1 |43 |249 | 114 |-l 10.5 | 14.8 | 173 | 1.7 | 25.1 | 204 | 84 | 174 |95
ps 8 109 | 162 ]34 199 |234| 183|155 |34 |89 |207|194 | 10 38192 |78 |11.7]-1 17.1 | 139 | 1.4 | 20.1 | 17.1 | 7.6 | 147 | 8

fa 8.8 | 182193 (33| 146 |32 10.8 | 23.5 | 3.6 | 10.1 |26 |29 11.8 | 4 268 62 |09 |95 |-1 209 | 12297 22635 | 158 |7

ru 9.1 |182]202 |3.6 157 |33.1]23 259 | 4 10.5 | 26.4 | 30 11.8 |46 26894 | 12993 |22 -1 14327226 |46 | 159|105
SO 1.1 0.2 1.1 0903 2.1 34 1 1.6 | 33 1.8 1.2 14 15|15 0.8 0.8 24 106 |03 -1 22 34 |06 12 |3

es 9.7 222 (224 |48 |17.6 | 456 | 273|337 |42 | 122 | 31.8 |38 13515133593 3.5 9.7 26 277 1.7 -1 26.5 | 2.4 17.7 | 9.8
SW 92 | 15318949 |13 335241224 |48 |128 |249]292|135|59/293 |84 |66 | 101208197 |14]|284|-1 63 | 161 |81
ta 6 6.6 |12 12163 | 181 ]124|105 |15 |64 |168 | 133 |55 |22 |134 |59 |58 |68 |11 94 05| 138|124 -1 109 | 4.3
ur 87 | 128194 (3.1 | 116|266 |20 18 3396 |267(225]94 |3.6]222|94 | 12410 18.6 | 159 | 1.4 | 232 | 19.6 | 84 | -1 7.5
zu 73 |94 | 138 |43(93 [273]219|159 |47 | 113|173 208|103 |53 (207 |7 93 |85 | 154|149 |12 |21.5]183 |56 | 124 -1

Table 12: spBLEU performance of last checkpoint of SMaL.L-100 model on language pairs of TICO19.

Appendix D Details of Fine-Tuning on Low-Resource Language Pairs

For further fine-tuning of SMaL.L-100 and M2M-100 (418M) models on selected language pairs, we
use bilingual data provided by Tiedemann (2020) (release 2021 .08.07)'* as its training data is less noisy.
We evaluate fine-tuned models on devtest subset of FLORES-101 (Goyal et al., 2021) benchmark with
spBLEU metric (Goyal et al., 2021). We use the same hyper-parameters, as defined in Appendix B. We
train each model on 2 TESLA V100-32GB GPUs.

14https ://github.com/Helsinki-NLP/Tatoeba-Challenge/blob/master/data/README-v2021-08-07.md
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