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Abstract

Story visualization advances the traditional
text-to-image generation by enabling multiple
image generation based on a complete story.
This task requires machines to 1) understand
long text inputs and 2) produce a globally con-
sistent image sequence that illustrates the con-
tents of the story. A key challenge of con-
sistent story visualization is to preserve char-
acters that are essential in stories. To tackle
the challenge, we propose to adapt a recent
work that augments Vector-Quantized Varia-
tional Autoencoders (VQ-VAE) with a text-to-
visual-token (transformer) architecture. Specif-
ically, we modify the text-to-visual-token mod-
ule with a two-stage framework: 1) character
token planning model that predicts the visual
tokens for characters only; 2) visual token
completion model that generates the remain-
ing visual token sequence, which is sent to
VQ-VAE for finalizing image generations. To
encourage characters to appear in the images,
we further train the two-stage framework with
a character-token alignment objective. Exten-
sive experiments and evaluations demonstrate
that the proposed method excels at preserv-
ing characters and can produce higher qual-
ity image sequences compared with the strong
baselines. Code can be found in https:
//github.com/PlusLabNLP/VP-CSV

1 Introduction

Text-to-image generation (Ramesh et al., 2021;
Dingetal., 2021; Qiao et al., 2019), as a benchmark
task to test Al systems’ multi-modal capability, has
been widely studied over the past decade. The task
takes a short sentence or phrase as input and out-
puts a single image illustrating the content of the
input text. One of the latest successful works is
DALL-E (Ramesh et al., 2021), which efficiently
encodes and decodes images with discrete visual
tokens and achieves remarkable text-to-image gen-
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Figure 1: Example of generated images from previ-
ous models (CP-CSV and VLC), the VQ-VAE with
transformers (VQ-VAE-LM) baseline, and our proposed
model (VP-CSV). We highlight the characters in each
sentence in red. We can see that the generated image
sequence by VP-CSV achieves the best image quality
and character preservation.

eration performance by prefixing visual tokens with
natural language inputs.

Recently, the story visualization task has at-
tracted increasing research interests with a variety
of potential and promising applications such as au-
tomatic production of movie clips and animations
from written scripts. Story visualization is more
challenging than the original text-to-image genera-
tion as it requires models to generate a sequence of
images that visually illustrate a story composed of
at least several sentences. Machines need to under-
stand long story texts and simultaneously generate
images with consistent scenes and characters de-
scribed in the story coherently.

Character is one of the essential elements of a
story since they lead and develop the story (Mont-
gomery, 2004). Further, since characters usually
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occupy a large region in an image, incorrect or
vague characters would result in low-quality image
generation. Therefore, ensuring character preserva-
tion is a key cornerstone for consistent story visu-
alization, which motivates the character-centric ap-
proach in this work. Our character-centric method
is based on a recent state-of-the-art text-to-image
generation model, VQ-VAE-LM that combines
VQ-VAE (Van Den Oord et al., 2017) with a text-
to-visual-token transformer (Ramesh et al., 2021;
Yan et al., 2021). In order to boost character consis-
tency in story visualization, we propose to enhance
VQ-VAE-LM with a two-stage module inspired by
Plan-and-Write story generation framework (Peng
etal., 2018; Yao et al., 2019; Goldfarb-Tarrant et al.,
2019, 2020; Han et al., 2022). We briefly summa-
rize the approach below.

The two-stage model freezes VQ-VAE and
adapts the text-to-visual-token transformer by di-
viding it into two separate modules: 1) the plan
module generates a token plan consisting of charac-
ter and non-character (background) tokens, which
reinforces our system’s attention to characters; 2)
based on the character token plan, the comple-
tion module produces the entire sequence of visual
tokens, which are used in VQ-VAE decoder to pro-
duce final images. The two modules are separately
trained to avoid the expensive decoding in training.
Crucially, we train the completion module with an
auxiliary semantic alignment loss that encourages
appropriate character tokens to appear in the final
visual tokens.

To the best of our knowledge, all previous works
in story visualization employ GAN-based (Good-
fellow et al., 2014) methods, which are shown to
be unstable (Kodali et al., 2017; Thanh-Tung et al.,
2018). Figure 1 shows that the images generated
by VQ-VAE-LM are clearer than those by previous
GAN-based models such as CP-CSV (Song et al.,
2020) and VLC (Maharana and Bansal, 2021), sug-
gesting the instability of GAN-based models. On
the other hand, VQ-VAE-LM architecture has been
shown to stabilize the training (Van Den Oord
et al., 2017), leading to better image quality (the
third row in Figure 1). Finally, our proposed two-
stage visual planning model (VP-CSV) can further
improve VQ-VAE-LM, which produces the best
quality images in Figure 1.

Beyond this example, we conduct extensive ex-
periments to show that our proposed two-stage vi-
sual token plan and the semantic alignment method

perform better on character preservation compared
with various baseline models, which in general con-
tribute to the improved story visualization quality.
We summarize our contributions below,

* We adopt the VQ-VAE-LM architecture as
our baselines for the story visualization task,
which achieve better results than previous
GAN-based models.

* Our key contribution is to develop VQ-VAE-
LM with visual token planning and align-
ment to improve the performance of character
preservation and visual quality.

* Extensive experiments, evaluations and analy-
sis show that our models outperform all base-
line systems by a large margin, demonstrating
the efficacy of our proposed method.

2 Related work

2.1 Text-to-image Generation

In the field of image generation, Generative Adver-
sarial Nets (GAN) (Goodfellow et al., 2014), Vari-
ational Autoencoders (VAE) (Kingma and Welling,
2014) and their variants (Yu et al., 2019; Mirza
and Osindero, 2014; Sohn et al., 2015) have been
studied. Text-to-image generation includes text
conditions into these models. StackGAN (Zhang
et al., 2017) proposes a sketch-refinement process
that first sketches the primitive shape and colors
before finalizing the details. AttnGAN (Xu et al.,
2018b) allows attention-driven, multi-stage refine-
ments of fine-grained text-to-image generation to
improve the image quality. MirrorGAN (Qiao et al.,
2019) further enhances the semantic consistency
between the text description and visual content by
leveraging semantic embedding, global attention,
and semantic alignment modules. More recently,
VQ-VAE with transformer (VQ-VAE-LM) struc-
ture significantly outperforms GAN-based meth-
ods, and DALL-E (Ramesh et al., 2021) is one of
the most well-known methods that use this struc-
ture.

2.2 Story Visualization

Li et al. (2019) is one of the earliest works to pro-
pose a Sequential Conditional GAN as a method
for story visualization. They encode the story and
decode the images using a sequential model, com-
bining image and story discriminators for adver-
sarial learning. Maharana et al. (2021) extends the
GAN structure by including a dual learning frame-
work that uses video captioning to reinforce the se-
mantic alignment between the story and generated
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Figure 2: Overview for the VQ-VAE-LM architecture.
VQ-VAE model produces visual tokenizers which are
used to train the language model (transformer).

images. Based on this new framework, Maharana
and Bansal (2021) improves the generation quality
by incorporating constituency parse trees, common-
sense knowledge, and visual structure via bounding
boxes and dense captioning. To improve the global
consistency across dynamic scenes and characters
in the story flow, Zeng et al. (2019) enhances the
sentence-to-image and word-to-image-patch align-
ment by proposing an aligned sentence encoder
and attentional word encoder. With similar motiva-
tion, Li et al. (2020) includes dilated convolution
in the discriminators to expand the receptive field
and weighted activation degree to provide a robust
evaluation between images and stories.

To preserve character information, CP-
CSV (Song et al., 2020) adapts a GAN-based
model with figure-background segmentation that
creates masks to preserve characters and improve
story consistency. Our work differs from it by
proposing a two-stage visual planning model
enhanced by character-token alignments that can
be easily incorporated into the state-of-the-art
VQ-VAE-LM architecture.

3 VQ-VAE-LM

In this section, we review the VQ-VAE architec-
ture and how it can be extended to a text-to-image
variant, dubbed VQ-VAE-LM. We refer readers to
the original VQ-VAE paper for more details.

3.1 VQ-VAE

Vector Quantised-Variational AutoEncoder (VQ-
VAE) (Van Den Oord et al., 2017) encodes images
into latent discrete codes instead of continuous
variables as in VAEs (Kingma and Welling, 2014),
which helps alleviate the “posterior collapse” issue
in VAEs whose continuous latent variables tend to
be ignored by strong autoregressive decoder.
Denote the input image as = and the latent vari-
able as z, and both the prior p(z) and the posterior
q(z|x) in VQ-VAE follow categorical distributions.
Assuming there are K quantized entries, each zy,
k € {1...K} is associated with a trainable embed-
ding vector e;. The encoder maps the input to a
vector z.(x) that derives the posterior distribution:

1 k= argmin, ||z.(x) — e;]|,
0 otherwise

q(z—klw)—{ ey
Intuitively, the nearest embedding vector, €k, to
ze(x), is used as the latent representation z. The
decoder then takes as input the €}, to approximate
the distribution p(z|z) over the data. The training
objective of VQ-VAE is:

L= |z — zg(@)ll5 + ||sglze ()] = ell3 + Bllsgle] — ze(x)|I3

Lrecon L codebook £ commit

@)
where sg denotes stop-gradient during training.
The above objective consists of: (1) A recon-
struction 10sS Lyecon that encourages the model
to learn good representations that accurately recon-
struct the original input image z. (2) A codebook
loss L .odebook that minimizes the distance between
codebook embeddings (eg) and the corresponding
encoder outputs z.(x). (3) A commitment loss
Lcommit (usually weighted by a hyperparameter 3)
which prevents the encoder outputs from fluctuat-
ing too much under different code vectors.

3.2 Text-to-Visual-Token Transformer

To extend the standard VQ-VAE, which originally
takes inputs and outputs of the same modality, to
handle multimodal inputs and outputs such as text-
to-image generations, the key idea is to augment
the VAE architecture with a transformer-based lan-
guage model (LM). Denote the textual inputs as
1, the text-to-image generative process can be de-
composed into p(z|y) = p(x|z)p(z|y). The LM
(p(z|y)) generates latent codes z conditioned on y,
which can be directly plugged into the decoder of
VQ-VAE to reconstruct the output image. In the ex-
isting VQ-VAE-LM architectures such as Yan et al.

8261



-

(a) character region extraction

multi-label

P Poby
classification

f!‘v

i

7 [

* Eddy Eddy

(b) stage 1: character token planning

Input story ...D:I]]...
text to visual token token-level
character
characters alignment

-

c L FL ; e
e [ o o P T
train Petty Grag.cam MSEl LT o |

Crong Poby

visual
tokenizer
Pororo

(c) stage 2: visual token completion

Input story »

text to visual token

J

Figure 3: Pipeline of visual planning. (a) We first extract the character regions from the image. Based on the

corresponded sentence(s), we can get the characters “Poby

99 <

, “Crong”, “Pororo” and “Eddy” that are involved in the

image. We then apply Grad-CAM on a pretrained ResNet by specifying each character and obtaining a heatmap
for each character. Combining these heatmaps, we can obtain an overall heatmap that distinguishes the character
and background regions. We mask the background tokens and leave the rest character visual tokens as targets in
our proposed visual planning methods. (b) and (c) depict the two-stage generation, where (b) learns to generate
character visual tokens which is generated from (a), and then (c) completes the visual tokens.

(2021); Ramesh et al. (2021), the LM component is
separately trained with a standard MLE objective
that maximizes the likelihood of natural sequences.

In order to exploit the trained VQ-VAE decoder,
the output space of the LM needs to be bridged
to the input space of the decoder, i.e. we require
the LM to be finetuned to produce plausible visual
tokens. As shown in the upper half of Figure 2, the
visual tokens are quantized latent codes encoded
from the target image sequence. They are then
flattened and concatenated into one long token se-
quence. The LM (Figure 2 lower half) takes these
visual tokens as the training targets for encoding in-
put stories. We follow the existing work (Yan et al.,
2021; Ramesh et al., 2021) to train VQ-VAE and
LM independently; however, both components are
trained from scratch to accommodate the targeted
animation domain in this work.

4 VP-CSV: Visual Planning based
Character-centric Story Visualization

The proposed VP-CSV framework is illustrated
in Figure 3. In order to exploit character-centric
inductive biases to guide a more consistent story vi-
sualization, we decompose the text-to-visual-token
generation (Section 3.2) into a two-stage frame-
work comprising: (1) a plan module (Figure 3b)
that performs character-level planning by focusing
on generating visual tokens for character regions,
while non-character regions are masked-out, given
the input story, and (2) a completion module (Fig-
ure 3c) which conditions on both the input story

and the outputs from (1) to produce the complete
visual tokens as the input to the VQ-VAE decoder.
We will first define the notations used throughout
the paper and discuss each module in detail.

4.1 Notations

Given a story s which consists of a sequence of
short paragraphs: s = {s1,s2, ..., s, }. Each para-
graph (one or a few sentences) corresponds to
an image in the sequence. The goal of story vi-
sualization is to generate a sequence of images
xr = {x1,X2,...,Xn} conditioned on the story s.
As discussed in Section 3.2, the target images are
transformed into visual tokens z = {z1, 22, ..., 7, },
where z; € (p x p) and p denotes the number of
patches along each image dimension. We flatten
2”7 into [zg’l...z?’p_l; 1-1’0...z€_1’p_1] to perform
sequence generation. For visual tokens z; in the
i-th image, we use r; € (p X p) to denote the to-
kens within the regions containing story characters,
while tokens in non-character regions will be re-
placed with a special masking token [MASK] as
the target of our planning module. z; would be
completely masked out (filled with all [MASK]) if
the image x; does not contain any characters.

4.2 Visual planning (VP)

The visual planning stage focuses on generating a
visually and story-wise consistent character plan to
determine the suitable spatial regions in each image
frame to place characters before filling in other
visual details. Due to the lack of annotations for
character regions in the dataset, we first leverage
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external tools to extract character regions during
data pre-processing.

Character region extraction. As shown in Fig-
ure 3a, we first train a multi-label classifer that is
able to identify all characters in text inputs. We
then utilize Grad-CAM (Selvaraju et al., 2017), a
widely-used technique for generating class-specific
heatmaps to locate highly-attended regions within
images. In our case, these classes refer to charac-
ters, so Grad-CAM can help us find the character
regions without any supervised data. For each char-
acter identified by the multi-label classifer in the
associated sentence(s) of an image, Grad-CAM pro-
duces a heatmap highlighting the character region.
We merge these heatmaps into one that represents
the region covering all existing characters.

More specifically, we first train a CNN character
classification model! with multi-label classification
loss, using the character mentions in the story sen-
tences as target labels. As exemplified in Figure 3a,
we obtain four independent heatmaps for their cor-
responding characters and merge them into a single
one. A visual token belongs to the background (i.e.
the blue image patches) if none of the above char-
acter heatmaps attend to its corresponding image
region. Formally, the masks separating the char-
acter and non-character visual tokens are derived
using the following formula:

X
al”P = max(ac,, acyy - - - ey )s
ik _ 2k aik = Y (3)
" = -
0 alt <y

where a.,, denotes the heatmap a for the n-th iden-
tified character c,,. y is the threshold that separates
the character regions from the background (masks).

Character token planning (first stage). We adopt
a GPT-2 (Radford et al., 2019) language model in
the plan module to produce (plan) the character
visual tokens. Specifically, conditioning on the in-
put story sentences s = {s, S2, ..., S, }, the model
learns to generate the planned character visual to-
kens r = {ry,r,...,1,} that are prepared in the
aforementioned character-region extraction stage.
Denote 0 as the parameters of the GPT-2 model,
per sample training loss can be computed as:

Lo = —logp(r|s,0)

Visual token completion (second stage). To rein-
force the model’s attention on the produced char-
acter visual tokens, we use the same GPT-2 with

!The trained model achieves 86% classification accuracy.
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Figure 4: Token occurrence distribution per character.
The top-5 frequent tokens for “Crong” and “Loopy” are
[8, 160, 167, 134, 64] and [116, 158, 22, 61, 19].

Token ID

shared parameters from the previous stage. In this
completion stage, the model is trained to generate
the comprehensive (background infilled) visual to-
kens, conditioning on both the input stories and
the character visual tokens from the first stage. Per
sample training loss is derived as:

Lg = —logp(zls,r,0)

These visual tokens will later be decoded by the
trained VQ-VAE decoder model for image recon-
struction.

4.3 Token-level character alignment (TA)

The data pre-processing described in the previous
section enables us to obtain character visual tokens
in the training data. With that, we can compute the
visual token distribution for each character. It can
be observed from the token distribution shown in
Figure 4, that different characters tend to reflect
different representative token IDs. Based on this
observation, a straightforward way to improve the
model’s character preservation is to increase the
occurrence probability of a character’s top visual
tokens if it is mentioned in the story sentences. In
light of this, we propose to use a semantic loss (Xu
et al., 2018a) to encourage the character-to-visual-
token alignment.

We extract the top-10 frequent tokens ¢, for each
character c, and for each input story s, we compose
a token set ' = |Jt, in which the character c is

C
mentioned at least once in story s. We denote the
visual tokens extracted from their corresponding
images as z, and write the semantic loss as:

—log > [ » [T -0y

zE=QzieP  zIeEN

L£3(Q,p) =

where () is the character token constraint that re-
quires the character tokens in 7" to appear in the
generated visual token sequence. P indicates the
token set {z/ € T | 27 € z}; N denotes the token
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Figure 5: Main characters in Pororo-SV dataset.

set {z/ ¢ T | z7 € z}, and p; is the predicted
probability of z7. The intuition of this objective is
that if all (identified) characters’ top visual tokens
show up in the predicted z (i.e. z = Q), we further
increase the probability of tokens in P, while pe-
nalizing the likelihood of generating less relevant
tokens belonging to V.

5 Experimental Setup
5.1 Dataset

In this work, we use a popular story visualization
dataset, Pororo-SV (Li et al., 2019) to train and
evaluate our models. Each story in Pororo-SV con-
tains 5 short paragraphs (a paragraph typically con-
sists of 1-2 sentences). Each short paragraph corre-
sponds to one image in the target image sequence.
The dataset contains 10,191, 2,334, and 2,208 sam-
ples in train, validation, and test split. The valida-
tion split may include frames in the training split,
while the test split contains all new frames unseen
from the training data. To better demonstrate the
visualization performance of our model, we mainly
experiment on the test split. Besides, to help the
reader understand our examples, we show the main
characters of this dataset in Figure 5.

Note that the Pororo-SV dataset is the only one
we are aware of that has been studied with system-
atic quantitative evaluations. Another notable story
visualization dataset is Flinstones (Gupta et al.,
2018), however, there is not established automatic
evaluation for this dataset. To show the general-
ization of our proposed VP-CSV method, we put
the generation example of our model trained on the
Flintstones dataset in Appendix Figure 11.

5.2 Evaluation Metrics

We adopt the automatic evaluation metrics fol-
lowing existing works of the story visualization
task and report results using the evaluation script
provided in prior work.?

2https://github.com/adymaharana/VLCStoryGan

Character F1 score measures the percentages of
characters obtained from the generated images that
exactly appear in the story inputs. A pretrained
inception v3 model (Szegedy et al., 2016) is fine-
tuned on Pororo-SV by a multi-label classification
loss and can predict characters in test images.

Frame Accuracy (Exact Match) metric measures
whether all characters in a story are present in the
corresponding images using the same model as in
the Character F1 score. Character F1 score calcu-
lates the proportion of characters existing in a story,
while Frame Accuracy calculates the percentage of
samples involving all characters.

Frechet Inception Distance (FID) summarizes
how similar two groups are in terms of statistics
on vision features of the raw images calculated
using the same inception v3 model. Lower scores
indicate that the predicted images are more similar
to the ground-truth images.

Video Captioning Accuracy conducts back trans-
lation (i.e. image-to-text generation) to measure
the global semantic alignment between captions
and generated visualizations. This metric utilise
a video captioning model that is trained with the
Pororo-SV dataset to generate stories based on the
image sequences. It reports BLEU scores between
the predicted caption and the ground truths (the
story inputs).

R-Precision (Xu et al., 2018b) is a retrieval-based
metric that computes the probability that a gen-
erated image sequence has the highest semantic
similarity with its input story among all stories in
the test data. a Hierarchical DAMSM (Maharana
et al., 2021) is used to compute cosine similarity
and rank results.

We also conduct human evaluation by asking
workers to rank the visualizations from all com-
pared models in terms of their visual quality and
character preservation.

Visual Quality (Visual) assess the overall image
quality of a generated image sequence. In this as-
pect, we ask workers to focus on the image quality
and check whether the objects and the background
are clear.

Character Preservation (Character) checks the
occurrences of characters. In this aspect, workers
are requested to focus on the characters mentioned
following the order of story sentences/paragraphs,
and judge whether these characters appear in the
image sequences.
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Method Character F1  Frame Accuracy FID| BLEU2/3 R-Precision
StoryGAN 18.59 9.34 158.06 3.24/1.22 1.51+0.15
CP-CSV 21.78 10.03 149.29 3.25/1.22 1.76 £0.04
DUCO-StoryGAN 38.01 13.97 96.51 3.68/1.34 3.56+£0.04
VLC-StoryGAN 43.02 17.36 84.96 3.80/1.44 3.28£0.00
VQ-VAE-LM 49.90 19.42 66.56 4.04/1.65 5.72+0.02

"+ Visual Planning 5297 23.00 69.54 4.32/1.76  6.39+0.00
+ Token Alignment 53.34 22.92 63.34 4.40/1.77 6.37+0.00

"VP-CSV. 5684 2587 6551 4.45/1.80 6.95+0.00

Table 1: Automatic evaluation results on test split. All values are averaged over three runs. For the metrics, Character
F1 and Frame Accuracy are associated with character preservation, FID is related to the image quality, while BLEU
and R-Precision contribute to the semantic alignment. We also conduct ablation studies on visual planning and
character level token alignment. The results show that VP-CSV outperforms the previous GAN-based methods and
baseline model VQ-VAE-LM in character preservation and semantic alignment. FID scores of previous works are
obtained from https://github.com/adymaharana/VLCStoryGan.

5.3 Compared Methods

We compare our proposed VP-CSV with the base-
line VQ-VAE-LM and prior GAN-based models:
StoryGAN (Li et al., 2019) uses the standard GAN
technique, where a sequential model encodes a pair
of story and image, and a story discriminator is
trained with adversarial learning.

CP-CSV (Song et al., 2020) enhances its character
preservation performance by including a character-
level discriminator.

DUCO-StoryGAN (Maharana et al., 2021) utilizes
video captioning to conduct back-translation for
adversarial learning and uses a transformer-based
memory mechanism to encode the story.
VLC-StoryGAN (Maharana and Bansal, 2021),
based on DUCO-StoryGAN, this model incorpo-
rates discourse information and an external knowl-
edge source to enhance the visual quality and story-
image consistency.

5.4 Implementation Details

For VQ-VAE training, all image data are scaled to
64 x 64 with patch size = 8§, resulting in a total
visual token length 64/8 x 64/8 x 5 = 320 per
image sequence. The number of visual tokens is
set to be 256. For the transformer, we use a 6-layer
transformer model with dimension size of 768. We
set the head number as 6 and train a sparse trans-
former (Child et al., 2019) with a dropout probabil-
ity of 0.1. Exact architectural details and hyperpa-
rameters can be found in Appendix A.5.

6 Results

Our experiments and analysis seek to answer these
questions: (1) Can VQ-VAE-LM outperform previ-

ous GAN-based models? If so, how? (2) Whether
the proposed VP-CSV improves the baseline VQ-
VAE-LM model, especially in character preserva-
tion? (3) How do the proposed two-stage visual
planning and the character token alignment mod-
ules contribute to the performance improvements?

Main results. Table 1 summarizes the main re-
sults. We can observe that the baseline VQ-VAE-
LM outperforms the prior GAN-based methods by
a large margin, and our proposed VP-CSV achieves
even better results across all metrics. Specifically,
compared with the state-of-the-art GAN-based
method, VLC-StoryGAN, our VP-CSV achieves
13.82% (43.02% — 56.84%) and 8.51% (17.36%
— 25.87%) improvements per Character F1 score
and Frame Accuracy, indicating stronger charac-
ter preservation. Moreover, VP-CSV outperforms
VLC-StoryGAN significantly per the back trans-
lation BLEU score and neural-based R-Precision
score, showing better semantic alignment between
generated images and story inputs.

Ablation study. Table 1 also shows ablation stud-
ies to ensure that each component in the our pro-
posed method benefits story visualization. We can
observe that visual planning and token-level charac-
ter alignment each improves character preservation
scores (i.e. Character F1, Frame Accuracy), result-
ing in better semantic alignment between generated
images and the story (i.e. BLEU2/3, R-Precision).
Combining them in VP-CSV achieves the best
score on character preservation metrics.
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Metrics VLC. vs VQ-VAE-LM
VLC. VQ-VAE-LM  Tie
Visual 27.45 62.75% 9.80
Character 37.25 41.18 21.57
VQ-VAE-LM vs + TA
VQ-VAE-LM + TA Tie
Visual 33.33 42.10 24.56
Character 38.59 40.35 21.06
VQ-VAE-LM vs VP-CSV
VQ-VAE-LM VP-CSV Tie
Visual 34.51 44.25 21.24
Character 33.17 52.21* 14.62

Table 2: Pairwise human evaluation results. * denotes a
significant different (p-value < 0.05) using sign test. We
calculate the percentage of the human preference on the
results from compared models. We see that VQ-VAE-
LM can generate better image quality than GAN-based
SOTA model (VLC.), while VP-CSV is better than VQ-
VAE-LM at preserving characters.

Human evaluation. Since automatic metrics can
be insufficient in evaluating the story visualization
quality, we further conduct human evaluations by
asking annotators to analyze the performance of
the story visualization models. We hire in total 9
Amazon Mechanical Turkers who succeed in our
previous large annotation tasks and passed the ad-
ditional qualification exam for story visualization.
In total, we collect 218 sets of valid annotations
story visualization results. By comparing models
provided with the same input story, we ask anno-
tators to rank the resulting image sequences. They
rank the visualizations on a scale of 1 to 3, with 3
indicating the best and 1 otherwise. Although ties
are allowed, annotators are encouraged to provide
unique rankings for each of the compared image
sequences. We show the detailed instructions and
the user interface in Appendix A.6.

Table 2 shows the results of human evaluation.
We report the pairwise results and run the sign
test to show the significant difference. We can
see that the VQ-VAE-LM baseline outperforms
the previous works on visual quality and that VP-
CSV also benefits from each proposed methods
— both visual planning and token-level character
alignment improves the performance of character
preservation.

Analysis on visual planning. We conduct an in-
depth study to analyze the performance of visual
planning. In Figure 6, the first row shows the
intermediate image results with the background
masked, and the second row shows the final im-

1 Eddy is wearing an equipment with a flashlight attached.

I Pororo and Crong talk to Eddy very excitingly.

I Eddy is very proud. Eddy's robot hand is holding a paper

! Eddy's robot hand puts the paper away after make it a scroll.
Pororo and Crong run to Eddy.

Figure 6: Case study on visual planning methods. Im-
ages in blue boundary successfully follows our expecta-
tion of two-stage generation (character and background).
Regions in red boundary shows a mistake that the com-
pletion model generates a character from no planned
character token. The image in orange boundary shows
the low quality in characters.

90 =VQ-VAE-LM =VQ-VAE-LM+VP =VQ-VAE-LM+TA =VP-CSV

Token coverage

Figure 7: Character-token coverage ratio in the gen-
erated visual token sequences. Using character-token
alignment (the last two columns) shows significant char-
acter token coverage improvement.

ages. We observe that our character token planning
model successfully output character-related tokens
in most of the cases (blue boundary). This aligns
with our expectation that our character-token plan
module reinforces the system’s attention to the ap-
propriate characters. However, a mistake can e
observed (red boundary) where the visual token
completion model predicts a character based on
nothing (masked background). One possible ex-
planation could be the discrepancy resulting from
our two-stage modules being separately trained. In
addition, the fifth image (orange boundary) reveals
an example of low-quality character generation,
which suggests future work to boost our model’s
visualization capacity.

Analysis on character alignment. Our proposed
character alignment method encourages the gen-
erated visual tokens to encompass the character-
related tokens. We calculated the percentage of
character-token coverage in the generated visual
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token for the compared models. Figure 7 shows
that our proposed VP-CSV model with character
alignment can achieve the highest coverage, demon-
strating the effectiveness of using semantic loss to
preserve characters in the proposed framework.

7 Conclusion

In this work, we propose visual planning and char-
acter token alignment to improve character preser-
vation and visual quality. Extensive evaluation re-
sults show that our VP-CSV model outperforms the
strong baseline models by a large margin. Future
research in story visualization can aim at incor-
porating events that include not only characters
but also their actions and relationships with one
another, which furhter challenge machines’ repre-
sentation capability in story visualization.

8 Limitations

Our VP-CSV significantly improves the perfor-
mance in story visualization, though there are still
some limits as shown in Figure 8. We summarize
the limitations below.

Multiple-character errors. In the first image, we
see an error when the model encounters multiple
characters. With more characters in the image, it
becomes harder to generate every individual in the
image. In the fifth image, Harry and Poby are
mixed, resulting in poor generation quality for both
characters.

Low image quality. In the second image, Al-
though Poby’s nose is obvious, the rest of the body
is vague. Improving overall image quality is cer-
tainly a future research direction.

Handling Events. In generated images, it is still
hard to see the clear action performed by each char-
acter. For example, even though “Poby” is visible
in the third image, it is uncertain if he is smiling or
walking. It is challenging until the image quality
is good enough to identify the event, so improving
image quality could help identifying events in the
future research.

9 Ethics and Broader Impacts

We hereby acknowledge that all of the co-authors
of this work are aware of the provided ACM Code
of Ethics and honor the code of conduct. This work
is mainly about a two-stage module in story visual-
ization task that follows a plan-and-write strategy.
The following gives the aspects of our ethical con-
siderations and potential impact on the community.

:(1) Loopy talks and smiles while holding :
;plates. Rody Harry Crong are looking at Petty !
1and smiling. !
:(2) Poby and Harry walk inside the house. I
1
1
|
1
1
1

Harry blinks Poby eyes and talks.

1(3)

:(4) Poby is standing up with Poby left foot.
1(5)

1

Figure 8: Limitation of generation image sequence.

Dataset. We collect the human annotation on
evaluating the generated image sequences via Ama-
zon Mechanical Turk (MTurk) and ensure that all
the personal information of the workers involved
(e.g., usernames, emails, URLs, demographic in-
formation, etc.) is discarded in the annotation.

The detailed annotation process (pay per amount
of work, guidelines) is included in the appendix.
Overall, we ensure our pay per task is above the
annotator’s local minimum wage (approximately
$15 USD / Hour).

Techniques. As story evaluation is our main fo-
cus and we use an animation dataset as the testbed,
we do not anticipate producing harmful outputs,
especially towards vulnerable populations, by our
proposed method.
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A Appendix

A.1 More examples

We show another two examples of the results gener-
ated by different methods. In Figure 9, we observe
that the image sequence generated by our VP-CSV
precisely matches the given story. The characters
are likewise compatible with the gold image se-
quence; however, the characters are unclear in the
second image. In Figure 10, compared with base-
line model VQ-VAE-LM, VP-CSV generates bet-
ter ‘Pororo” and “Crong”. Besides, the results of
GAN-based approaches (i.e. VLC and CP-CSV)
are exceedingly imprecise, making it almost im-
possible to distinguish the characters in the image
sequence.

! (1) Loopy invites her friends in.

! (2) Pororo Crong Poby and Eddy are sitting around the table and

! drinking juice.

! (3) Loopy does not look happy even thought her friends have

! visited her.

! (4) Loopy does not drink juice and Eddy asks why. :
(5) Loopy pushes her drink. loopy says Loopy won't drink juice. !

cPcsv  Story

VLC

VQ-VAE
-LM

Ours
(VP-CSV)

Gold

Figure 9: This example shows that our VP-CSV exactly
follows the given stories, and can generate similar char-
acters compared with the gold image sequence.

Results on Flintstones dataset. Flint-
stonesSV (Maharana and Bansal, 2021) is
another story visualization dataset that is derived
by Flintstones dataset (Gupta et al., 2018). To
show the generalization of our proposed VP-CSV
method, we provide an example on Flintstones
dataset in Figure 11. We can observe that com-
pared with VQ-VAE-LM, our proposed method
provides higher character quality.

(1) Pororo and Crong eat cookies.

(2) Petty asks opinions of Pororo and Crong.

(3) Pororo and Crong look unsatisfied. Pororo and Crong say
! cookies are good.

E‘ ! (4) Pororo and Crong laugh. Crong hits Pororo. Pororo eats
S ! cookie accidentally.
¢ | (5) Crong laughs. Pororo is not feeling good. Petty is smiling.
>
[}
Q
o
(&)
(&)
=l
>
w
<=
g
>

Gold

Figure 10: This example shows that GAN-based models
tends to generate vague and incorrect images (especially
VLC in this case), indicating the instability of GAN-
based models.

A.2 Grad-CAM results

In Figure 12, we show some Grad-CAM results on
each character. We can see that most of the char-
acter regions are highlighted, indicating the high
performance of our character region extraction.

Analysis on Grad-CAM variants. Since many
recent works have extended the original Gran-
CAM, we compare the results of different CAM
methods, including XGrad-CAM (Fu et al., 2020),
Grad-CAM++ (Chattopadhay et al., 2018), Eigen-
CAM (Muhammad and Yeasin, 2020), Ablation-
CAM (Ramaswamy et al., 2020) and Score-
CAM (Wang et al., 2020). In Table 3, we can see
that almost all the CAM methods (except Eigen-
CAM) can capture the characters’ regions. How-
ever, in terms of the inference time, Grad-CAM is
the fastest as it is the most straightforward method.
Therefore, we use Grad-CAM in our experiment
for time-saving character region extraction.

A.3 Limitations on Pororo-SV dataset

In this section, we discuss the limitations of the
Pororo-SV dataset. Figure 13 and Figure 14 show
bad training samples in the Pororo-SV dataset. Fig-
ure 13 shows serious repetition issues (in red) in
some of the input stories. Obviously, concatenating
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1 1) Betty is standing in a room talking.

1

1

> ! 2) Betty is in a room talking. "

o : 3) Fred and Wilma are sitting on a couch in the living room. Fred is holding :

a’j 1 her hand and talking. '

1 4) Fred and Wilma sit on the couch in the living room, talking and laughing.

: 5) Fred is in the room talking !
=
=
=
3
(s}
=
=
w
Q
o
>
z
=]
<

Figure 11: Examples on Flintstones dataset.

these short paragraphs cannot compose a story, thus
deviating from purpose of story visualization task.
It will cause our model to learn lousy alignment
between the story and the image sequence. Besides,
repetition issues can also happen on the image side.
As shown in Figure 14. Due to the frame extrac-
tion problem, sometimes the image sequence in
the dataset is almost in one scene with no signifi-
cant changes. This will cause our model to output
similar images in the resulted image sequence.

A.4 Train-Test discrepancy

In this paper, we propose using VQ-VAE-LM and
adapting its Transformer into a two-stage model.
We encounter two train-test discrepancy issues: in-
dependent training of VQ-VAE and Transformer
and the independent training of two stages. Due
to the extraordinarily high time-consuming joint
training of these models, we place them into our
future works.

A.5 Implementation details

We scale the image data into 64x64 as the same
as previous works (Li et al., 2019; Maharana and
Bansal, 2021). Our VQ-VAE is pretrained on a
single image in the Pororo training dataset. Each
image can be quantized into an 8x8 visual token
matrix, where each visual token represents a re-
gion of 8x8 pixels. We use one NVIDIA A100
40GB to train this model for 48 hours. For train-
ing transformer, both character token planning and
visual token completion models use a 6-layer trans-
former model with dimension size of 768. We set
the head number as 6 and train Sparse Transform-
ers (Child et al., 2019) with local and strided atten-
tion across space-time with a dropout probability of
0.1. We use four NVIDIA A100 40GB to train each

Pororo

Eddy

Crong

Figure 12: Grad-CAM examples for each character.
We separately show the visualization results for each
character. We can see that Grad-CAM can correctly
locate the character regions in most of the cases.

Characters: Eddy Poby Crong Loopy

4T B3 63

Grad-CAM Eigen-CAM Score-CAM
XGrad-CAM Ablation-CAM ~ Grad-CAM++
ResNet-50 Inferer}ce Time

(sec/image)
Grad-CAM 0.1906
XGrad-CAM 0.2026
Grad-CAM++ 0.2074
Eigen-CAM 1.2671
Ablation-CAM 10.0934
Score-CAM 12.5859

Table 3: Examples generated by variants of Grad-CAM
and their inference time.
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: (1) Eddy is in diving suit and equipment at the sea shore with Tongtong :
and Pororo. The sky is blue.

! (2) Eddy is in diving suit and equipment at the sea shore with Tongtong !
| and Pororo. Eddy is smiling. The sky is blue and all the ground |
I mountains and trees are covered in snow. 1
I (3) Pororo says something and Tongtong is nodding his head. The sky |
| |
| |
| |
| |
| |

is blue and all the ground mountains and trees are covered in snow.

(4) Eddy is in diving suit and equipment. Eddy is smiling. The sky is blue
and all the ground mountains and trees are covered in snow.

(5) Eddy is in diving suit and equipment. Eddy is smiling. The sky is blue
and all the ground mountains and trees are covered in snow.

Figure 14: Repetition in images.

model for 12 hours. The implementations of the
transformer-based models are extended from the
DALLE-python code 3, and our entire code-base is
implemented in PyTorch #. Please note that all the
models in this paper are trained from scratch.

Hyperparameters The results are averaged over
three runs until performance convergence is ob-
served. We tame the image patch size in
[4,8,12,16], the transformer dimension in [512, 768,
1024], the number of visual tokens in [64, 128, 256,
512], and choose the hyperparameters with the best
score on FID (i.e. image quality).

A.6 Annotation instruction

We request AMT for human evaluation. We first
launch the qualification round to determine the an-
notators’ qualifications. Each annotator can sub-
mit up to 10 HITs ($1.5 for each annotation). We
provide detailed instructions to guide annotation.
Finally, we send $8 bonus for qualified annotators
and invite them for the next rounds. The instruction
is shown in Figure 15.

Shttps://github.com/lucidrains/
DALLE-pytorch
*nttps://pytorch.org/
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Story 1.

Loopy sings and smells cherry pie. Loopy is holding a cherry.

Loopy puts cherry on a pie. Loopy is done with the pie.

Loopy puts pie on the table. Loopy looks very happy. There are bread a book
apples and a pie on the table.

Loopy tastes pie and Loopy thinks it is delicious. Loopy turns over the page.

Loopy marvels at the picture on the book. Loopy eats a piece of pie.
sequences are not produced by Al, and we show them to you for
KW N
Ll
quality as it is hard to see the objects in the images.
character, and the 4th image contrains a wrong character

- g
reference.
E ;
(1) Explanation.
= Character Preservation: Loopy is the only character in the
(Pororo). Thus, this sequence has bad Character Preservation.

(0) is the ground-truth image sequence for this story. These
E -
1% l,
« Visual Quality: this image sequence has very bad visual
story text, but this image sequence does not involve this

(2) Explanation.
= Visual Quality: compared with Sequence (1), (2) gets better
visual quality as we can see the characters more clearly in the
images.
« Character Preservation: the 1st. 2nd (bottom-left), 4th and
5th image contains Loopy, so it is also better than Sequence
(1) in Character Preservation.

(3) Explanation. For Visual Quality, Character Preservation ,
Sequence (3) is similar to (2).

To summarize,

for (1), we would give Visual Quality = 1, Character
Preservation =1

for (2), we would give Visual Quality = 2, Character
Preservation =2

for (3), we would give Visual Quality = 2, Character
Preservation =2

Figure 15: Example of our instruction.
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