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Abstract

We describe a neural transducer that maintains
the flexibility of standard sequence-to-sequence
(seq2seq) models while incorporating hierarchi-
cal phrases as a source of inductive bias dur-
ing training and as explicit constraints during
inference. Our approach trains two models:
a discriminative parser based on a bracketing
transduction grammar whose derivation tree hi-
erarchically aligns source and target phrases,
and a neural seq2seq model that learns to trans-
late the aligned phrases one-by-one. We use the
same seq2seq model to translate at all phrase
scales, which results in two inference modes:
one mode in which the parser is discarded and
only the seq2seq component is used at the
sequence-level, and another in which the parser
is combined with the seq2seq model. Decoding
in the latter mode is done with the cube-pruned
CKY algorithm, which is more involved but
can make use of new translation rules during
inference. We formalize our model as a source-
conditioned synchronous grammar and develop
an efficient variational inference algorithm for
training. When applied on top of both randomly
initialized and pretrained seq2seq models, we
find that both inference modes performs well
compared to baselines on small scale machine
translation benchmarks.

1 Introduction

Despite the improvements in performance and
data-efficiency enabled by recent advances in pre-
training, standard neural sequence-to-sequence
(seq2seq) models can still fail to model the hier-
archical structure of sentences and be brittle with
respect to to novel syntactic structures (Lake and
Baroni, 2018; Kim and Linzen, 2020; Weilenhorn
et al., 2022). It has moreover not been clear how to
incorporate explicit constraints such as translation
rules (e.g., for translating idioms) into these black-
box models without changing the underlying archi-
tecture. Classic grammar- and automaton-based
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Figure 1: An overview of our approach. During training a
variational synchronous parser hierarchically segments and
aligns source-target phrases (top), which provides training
pairs for a seq2seq model (bottom). The seq2seq loss provides
learning signal to the synchronous parser which subsequently
provides signal to (and is regularized by) a monolingual source
parser. After training, there are two inference models: one
mode in which both parsers are discarded, which results in
a regular seq2seq model that has been regularized by latent
hierarchical phrase pairs; another mode in which the seq2seq
model can be combined with the source parser to derive a
neural synchronous grammar. Inference in this mode is done
via translation-as-parsing with cube-pruned CKY.

approaches are well-suited for capturing hierarchi-
cal structure and can readily incorporate new rules,
but have trouble with examples that do not conform
exactly to the symbolic specifications. This paper
describes a neural transducer that maintains the
flexibility of neural seq2seq models but still mod-
els hierarchical phrase alignments between source
and target sentences, which have been shown to be
useful for transduction tasks (Chiang, 2005; Wong
and Mooney, 2007, inter alia). This transducer bot-
toms out in an ordinary neural seq2seq model, and
can thus take advantage of pre-training schemes
like BART (Lewis et al., 2020; Liu et al., 2020) and
T5 (Raffel et al., 2020; Xue et al., 2021).

The transducer consists of two components
learned end-to-end: a discriminative parser based
on a bracketing transduction grammar (BTG; Wu,
1997) whose derivation tree hierarchically aligns
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source and target phrases, and a neural seq2seq
model that learns to translate the aligned phrases
one-by-one. Importantly, a single seq2seq model is
trained to translate phrases at all scales, including
at the sentence-level, which results in two inference
modes. In the first mode, we discard the parser and
simply decode with the resulting seq2seq model at
the sequence level, which maintains fast inference
but still makes use of a seq2seq model that has
been exposed to (and regularized by) latent hier-
archical phrase alignments. This approach can be
seen a form of learned data augmentation (Akyiirek
et al., 2021), wherein a model is guided away from
wrong generalizations by additionally being trained
on crafted data that coarsely express the desired in-
ductive biases. In the second mode, we view the
combined parser and seq2seq model as a source-
conditioned neural synchronous grammar to derive
a set of synchronous grammar rules along with
their scores (a “neural phrase table”), and decode
with a modified version of the classic cube-pruned
CKY algorithm (Huang and Chiang, 2005). While
more involved, this decoding scheme can incorpo-
rate explicit constraints and new translation rules
during inference.

We formulate our approach as a latent variable
model and use variational learning to efficiently
maximize a lower bound on the log marginal
likelihood. This results in an intuitive training
scheme wherein the seq2seq component is trained
on phrase tables derived from hierarchical align-
ments sampled from a variational posterior syn-
chronous parser, as shown in Figure 1. When ap-
plied on top of both randomly initialized and pre-
trained seq2seq models across various small-scale
machine translation benchmarks, we find that both
modes improve upon baseline seq2seq models.

2 Approach

Notation. We use x, y to denote the source/target
strings, x;.k, Ya:c to denote the source/target spans,
and z; to denote the token with index 7.

2.1 A Seq2Seq-Based Synchronous Grammar
The inversion transduction grammar (ITG), intro-
duced by Wu (1997), defines a synchronous gram-
mar that hierarchically generates source and target
strings in tandem. The bracketing transduction
grammar (BTG) is a simplified version of ITG with
only one nonterminal, with the primary goal of
modeling alignments between source and target
words. We propose to use a variant of BTG which
defines a stochastic monolingual grammar over tar-

get strings conditioned on source strings and can

use a neural seq2seq model to generate phrases.
As a motivating example, consider the following

English-Chinese example from Shao et al. (2018):!

fibfil & b wE NAE —
They were laughing it up on the bridge

A translator for this sentence is faced with several
problems: first, they must identify the appropri-
ate unit of translation (number of phrases); two,
they must reorder phrases if necessary; finally, they
must be able translate phrase-by-phrase, taking into
account phenomena such as idioms whose transla-
tions cannot be obtained by stitching together trans-
lations of subparts (e.g., K% K& — laughing
it up), while also making sure the final translation
is fluent as a whole. We model this process with a
source-conditioned synchronous grammar whose
target derivation probabilistically reifies the above
process. Informally, this grammar first samples the
number of segments to generate on the target (n),
then segments and reorders source phrases (diee),
and finally translates phrase-by-phrase while still
conditioning on the full source sentence for fluent
translations (djeaf). This is shown in Figure 2.

More formally, this monolingual grammar over
the target can be represented by a tuple

Glz] = (Root, (rm, sm, el C,E,R[z]) :

n=1»
where Root is the distinguished start symbol,
{T", 5", 1 ”}I;f‘:l are nonterminals where n de-
notes the number of segments associated with the
nonterminal (to be explained below), |z| is the
source sentence length, C' is a special nontermi-
nal that emits phrases, and X is the target alphabet.
The rule set R[] is given by a fixed set of context-
free production rules. For the root node we have
Vne {1,2...|x|},

Root — T", T" — S"[z|, T" — I"[z],

where S, I represent the Straight and Inverted non-
terminals. Binary nonterminal rules are given by,

Vi, g,k € {0,1...]z|}
S™wir] = 1'[2ig)9 [,
S™xik] — It (@351 [.1],
IMzig) = 'yl i),
IMwix] — Sl[xj;k]Sr[xi:j]v

where each nonterminal is indexed by (i.e., aligned

st.i<j<k

!The phrase-level translations are: i1 — They, 7£ #F
. — were on the bridge, K% X — laughing it up.
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p(n|z) Source Parser: p(diee|z, n)

# Segments

Nonterminal Derivations (Source Segmentation & Reordering)

Seq2Seq: p(dicat|Z, diree)
Leaf Derivations (Phrase-to-Phrase Translations)

1 A The dog was given a treat
2 < b The dog | was given a treat
3 < é The dog | was | given a treat

4 < % The dog | was | a treat | given

6 /%\ The | dog | was | a | treat | given

Dem Hund wurde ein Leckerli gegeben
Dem Hund | wurde ein Leckerli gegeben
Dem Hund | wurde | ein Leckerli gegeben

Dem Hund | wurde | ein Leckerli | gegeben

Dem | Hund | wurde | ein | Leckerli | gegeben

Figure 2: Our seq2seq-based synchronous grammar defines a distribution over target derivations d given source string x
by decomposing p(d|z) into three components, p(d|x) = p(n|x)p(dice| T, n)p(dicat|x, diree). We first sample the number of
segments in the target n according to p(n|z). Then we sample the tree topology diree ~ p(diee|x, 7), Which gives a segmentation
and reordering of the source sequence. Finally, the leaf derivations are given by translating the segmented and reordered source
phrases one-by-one with a seq2seq model p(djear|x, diree ), Where the phrase-by-phrase translations are contextualized against the
entire source sentence. We show some example trees di. and leaf derivations djear for various values of n. Note that each n

could have multiple segmentations and reorderings.

to) a source span x;.x, and the superscript n refers
to the number of segments to generate.> We force
I + r = n to ensure that the number of segments
generated by the left and right nonterminal is equal
to n. Finally, if S or I' is generated (i.e., there is
only one segment to be generated), we move to the
leaf nonterminal C' and generate target phrases,

Sl[xi:k] — C[.’L’lk], Il[xzk] — C[.’Elk],
Clzix] — v, vext.
We use a probabilistic version of the above gram-
mar where each rule is weighted via 7 : R — R>.

Importantly, for the leaf nonterminal we use a (po-
tentially pretrained) neural seq2seq model, i.e.,

W(C[-Ti:k] — 'U) = pseq25@q(”|xi:k)-
Foreshadowing, if we force Root — T in the be-
ginning of derivation then this corresponds to the

usual seq2seq approach which generates the full tar-
get sequence conditioned on the source sequence.

2.2 Parameterization

By assigning scores to rules conditioned on = with
function 7, we can obtain a distribution p(d|z)
over all possible derivations d licensed by G|[z].
Note that d is fully characterized by: (1) n, the
total number of target segments, (2) diree, the set
of derivation rules excluding the leaf rules (i.e.,
rules with C[z;.,] on the left hand side), and (3)
dieaf, the set of leaf derivation rules. We hence
decompose the derivation into three distributions,
p(d|$) = p(n|m)p(dtree|$> n)p(dleaf|x, dtree)~ Intu-
itively, diee encodes the segmentations and reorder-
ings of x, while dje,r encodes the phrase transla-
tions which implicitly segment y.

ZRules of the form S — ST and I — IS are disallowed.

This resolves ambiguities where certain reorderings can be
encoded by multiple derivations.

p(n|x). For the distribution over the number of
target segments we use a geometric distribution,

p(n|z) = A1 =),
where 0 < A < 1,1 < n < |z|. This sets the
probability of the upper bound n = |z| to be (1 —

)\)‘1’ =1, This distribution is implemented by the
following configuration of the grammar:

m(Root — T™) = p(n|x).
The geometric distribution favors fewer target seg-
ments, which aligns with one of our goals which

is to be able to use the resulting model as a regular
seq2seq system (i.e., forcing Root — T1).

P(diree|x, ). For the distribution over source
segmentations and reorderings, we use a discrimi-
native CRF parser whose scores are given by neural
features over spans. The score forrule R € R, e.g.,
S™zig) — I'[2ij]A"[2.1], is given by,

m(R) = exp (ejxf(flz‘:j, Bj:k)) ;

where A € {S, I}, fli;j and flj;k are the span fea-
tures derived from the contextualized word repre-
sentations of tokens at i, j, k from a Transformer
encoder as in (Kitaev and Klein, 2018), f is an
MLP that takes into two span features, and e 4 is
a one-hot vector that extracts the corresponding
scalar score. (Hence we use the same score all n).
These scores are globally normalized, i.e.,

p(dtree’$a n) X H W(R)a
Rediree
to obtain a distribution over d.e, Where R are the
rules in dee. Algorithms 1, 2 in appendix C give
the dynamic programs for normalization/sampling.

D(dieat| Ty diree). Finally, for the distribution
over the leaf translations, the phrase transduc-
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tion rule probabilities p(C[z;.x] — v) are pa-
rameterized with a (potentially pretrained) neural
seq2seq model. For the seq2seq component, in-
stead of just conditioning on x;.; to parameterize
Pseq2seq (V] Zi:k), in practice we use the contextu-
alized representation of x;.;, from a Transformer
encoder that conditions on the full source sentence.
Hence, our approach can be seen learning contex-
tualized phrase-to-phrase translation rules. Specifi-
cally, for a length-m target phrase we have,

p(dleaf|x7dtree) = H 7T(R)
Redjeat

m
W(C[wzk] — U) = HpsquSeq('Ut ‘ V<t, hi:k))
t=1

h;.;, = Encoder(x);.t,

where h;.;, refers to the contextualized representa-
tion of x;., that is obtained after passing it through
a Transformer encoder. The decoder attends over
h;.;. and v, to produce a distribution over v;. The
two “exit” rules are assigned a score 7(Al[z;.1] —
Clzix]) = 1 where A € {S,I}.

Remark. This grammar is a mixture of both lo-
cally and globally normalized models. In particular,
p(n|x) and p(dieat| T, diree ) are locally normalized
as the scores for these rules are already probabili-
ties. In contrast, p(dee|2, n) is obtained by glob-
ally normalizing the score of dy.. With respect to
a normalization constant Zyee(x,n).> In the ap-
pendix we show how to convert the unnormalized
scores 7 in the globally normalized model into nor-
malized probabilities 7 (Algorithm 1), which will
be used for CKY decoding in Section 2.4.

We also share the parameters between compo-
nents whenever possible. For example, the encoder
of the seq2seq component is the same encoder that
is used to derive span features for die.. The de-
coder of the seq2seq component is used as part of
the variational distribution when deriving span fea-
tures for the variational parser. As we will primar-
ily be working with small datasets, such parameter
sharing will provide implicit regularization to each
of the components of our grammar and militate
against overfitting. We provide the full parameteri-
zation of each component in appendix A.

3Locally normalized parameterization of dyee Would re-
quire 7 to take into account the number of segments n (and
1, ), which would lead to a more complex rule-scoring func-
tion. In our parameterization 7(R) does not depend on the
number of segments, and n, [, 7 only affect p(diec|z, n) via
the normalization Ziree (x, n).

2.3 Learning

Our model defines a distribution over target trees

d = (1, diree, diear) (and by marginalization, target

strings y) conditioned on a source string z,
plyle) = Y pldlz)

deD(z,y)

= Z p(n|x)p(dtree|xa n)p(dleaf|xa dtree)a
deD(z,y)

where D(z,y) is the set of trees such that
yield(D(z,y)) = (z,y). While this marginaliza-
tion can theoretically be done in O(L") time where
L = min(|z], |y|),* we found it impractical in prac-
tice. We instead to use variational approximations
to the posteriors of n, diee, dlear and optimize a
lower bound on the log marginal likelihood whose
gradient estimator can be obtained in O(L3?) time.
Each of the three variational distributions q is anal-
ogous to the three distributions p introduced previ-
ously, but additionally conditions on y.

g(n|x,y). Similarto p(n|z), we use a geomet-
ric distribution to model g(n|x,y). The only dif-
ference is that we have 1 < n < min(|z|, |y|).

q(dree|T, Yy, m). This is parameterized with neu-
ral span scores over z in the same way as in
P(diee|, 1), except that the span features also con-
dition on the target y. That is, fll s flj;k are now
the difference features of the decoder’s contextu-
alized representations over x from a Transformer
encoder-decoder, where ¥ is given to the encoder.
The dynamic programs for normalization/sampling
in this CRF is the same as in p(dyee|, n).

q(dieaf| T, Y, diree). Observe that conditioned on
(2,9, dyee), the only source of uncertainty in
ieat 18 Cli:k] — Ya:c for spans yg... That is,
q(dieat| T, Y, diree) 1s effectively a hierarchical seg-
mentation model with a fixed topology given by
diree- The segmentation model can be described by
a probabilistic parser over the following grammar,

G[?/v dtree] = (ROOt, {Ts ?:17 R[ya dtree]) ,
where rule set R [y, diree] includes (here m = [+r),
Root — T" [y}, e [ya:c] — Tl [ya:b}TT [yb:c]

where the second rule exists only when the rule like
A™ — B'C" is in diee. We use span features over

*For each n € [L], we must run the O(n®) bitext inside
algorithm, so the total runtime is Zﬁ:l O(n®) = O(L").

SWe use this parameterization (instead of, e.g., a bidirec-
tional Transformer encoder over the concatenation of x and )
in order to take advantage of pretrained multilingual encoder-
decoder models such as mBART.
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y for parameterization similarly to p(dyee|x, n). Al-
gorithms 3, 4 in appendix C give the normaliza-
tion/sampling dynamic programs for this CRF.
Optimization. With the variational distributions
in hand, we are now ready to give the following
evidence lower bound (ignoring constant terms),

10g p(y12) = Egfue ) { Batdelrym |
EQ(dlead-Tvyadlree) [1Og p(d]eaf|$, dtree)]
+ H[Q(dleaf’xv Y, dtree)]}

— KL[q(duecl, y, ) || p(duel, m)] }.

(The KL between ¢(n|x,y) and p(n|z) is a con-
stant and hence omitted.) See appendix B for the
derivation. While the above objective seems in-
volved, in practice it results in an intuitive training
scheme. Let 6 be the grammar parameters and ¢
be the variational parameters.® Training proceeds
as follows:

1. Sample number of target segments,
n~q(nfz,y).
2. Sample trees from variational parsers,
diree ~ 4(diee|,y, 1),
iear ~ q(reat |, Y, diree ),

and obtain the set of hierarchical phrase
alignments (i.e., phrase table) A implied by

(déreev d{eaf ) .

3. Train seq2seq model by backpropagating
the leaf likelihood log p(dj.¢|z, diee) to the
seq2seq model,

Z Vi 10g psquseq(yazc’xi:k)-
(mi:kyya:c)EA
4. Train variational parsers by backpropagating
the score function and KL objectives with re-
spect to q(dee|x, y, 1),
(log p( {eaf|x7 d;ree) + H[q(ddleaf|$a Y, d(ree)])
X V¢ IOg Q(d;ree|xa Y, n) - V¢ KLH’

and also with respect to ¢(dieat|z, y, 1),

IOg p<d{eaf’x7 d{ree) X v¢ log q(d{eaf‘x7 Y, d{ree)
+ V¢H[q(dleaf‘x7 Y, d{ree)]'

5. Train source parser by backpropagating
—Vg KL[] to p(diree|z, ).

®We share the Transformer encoder/decoder between py(-)
and g4 (+), and therefore the only parameters that are different
between 6 and ¢ are the MLPs’ parameters for scoring rules
in the CRF parsers.

For the score function gradient estimators we also
employ a self-critical control-variate (Rennie et al.,
2017) with argmax trees.The KL and entropy met-
rics are calculated exactly with the inside algo-
rithm with the appropriate semirings (Li and Eisner,
2009). This training scheme is shown in Figure 1.
See Algorithms 5, 6 in appendix C for the entropy-
/KL dynamic programs.

Complexity. The above training scheme reduces
time complexity from O(L") to O(L?) since we
do not marginalize over all possible number of
segments and instead sample n, and further de-
compose the derivation tree into (diee, diear) and
sample from CRF parsers, which takes O(L?). The
KL/entropy calculations are also O(L3).

2.4 Inference: Two Decoding Modes

During inference, we can use the seq2seq to ei-
ther directly decode at the sentence-level (i.e., set-
ting n = 1 and choosing Root — T'), or gen-
erate phrase-level translations and compose them
together. The first decoding strategy maintains the
efficiency of seq2seq, and variational learning can
be seen as a structured training algorithm that regu-
larizes the overly flexible seq2seq model with latent
phrase alignments. The second decoding strategy
takes into account translations at all scales and can
further incorporate constraints, such as new trans-
lation rules during decoding.

Seq2Seq decoding. Setting n = 1, decoding in
Gx] this case is reduced to the standard sentence-
level seq2seq decoding for the terminal rules
C[x¢,z|] — v with beam search. We call this vari-
ant of the model BTG-1 Seq2Seq.

CKY decoding. Here we aim to find
y with maximal marginal probability
argmaxy ¥ jer(y,y) P(d|2). This requires

exploring all possible derivations licensed by G|[z].
We employ CKY decoding algorithm based on the
following recursion:

n—1
>
I=1,r=n—I
Ciyjlv1, 1" - Cjxlva, S™] - w(sm—1tsm)+
Cisjlvr, Il] - Cjiglvg, I"] - w(Sm—1t17) }
n—1
>
l=1,r=n—1
(Cj:k[vl, Sl] . Ci;j [’Ug, IT] . 7~T(I"—>SZIT)+
Cjiklvr, 8" - Cizjlva, 87 - &(1mss's7) }

Ciklvive, S"] =

Ciklvive, I"] =
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where C;.i.[v, A] stores the score of generating tar-
get phrase v based on source phrase x;.;, with non-
terminal A. In the above we abbreviate 7 (5" —157)
to mean 7 (5" [x;.x]—1'[z:.]S"[x;.]) since i, j, k are
implied by the C terms that this quantity is multi-
plied with. Here v, v1, vy denotes target phrases,
and v vy refers to the concatenation of two phrases.
The chart is initialized by phrase pairs that are gen-
erated based on seq2seq,

(Ci:k[va Sl] = pseq2seq(v‘l’i:k) : 7['(51—>C%
Ci:k[va Il] = psquseq(U‘xi:k) : 7r([1—>C)

The final prediction is based on the chart item for
the root node computed via:

Clv, T"] = (COJI‘[U, S" - w(Tr—ssm)+
Co joiv, I"] - F(T7—17)

||

C[v, Root] = Y Clv, T"] - m(Root—T").
n=1

Cube pruning. Exact marginalization is still in-
tractable since there are theoretically infinitely
many phrases that can be generated by a seq2seq
model (e.g., there is C;.x[v, S!] for each possible
phrase v € XT). We follow the cube pruning
strategy from Huang and Chiang (2005) and only
store the top-K target phrases within each chart
item, and discard the rest. During the bottom-
up construction of the chart, for A € {S,I},
Cj.x[v, A'] only stores the K phrases generated
by beam search with size K, and C;.x[v, A" con-
structs at most 2 - (n — 1) - K - K target phrase
translations and we only keep the top- K phrases.
We call this decoding scheme BTG-N SeqSeq.
We generally found it to perform better than BTG-1
Seq2Seq but incur additional cost in decoding.’

External Translation Rules. An important fea-
ture of CKY decoding is that we can constrain
the prediction of BTG-Seq2Seq to incorporate new
translation rules during inference. When we have
access to new translation rules (z;.; — v) during
inference (e.g., for idioms or proper nouns), we
can enforce this by adding a rule C[z;.;;] — v and
setting the score 7(C[z;.x] — v) = 1 (or some
high value) during CKY decoding.

"Merging two sorted lists requires O(K log K) if imple-
mented by priority queue (Huang and Chiang, 2005). Com-
pared to the standard CKY algorithm, we also need to enu-
merate the number of segments n. Hence, the best time com-
plexity of CKY decoding is O ((K log K)|z|*). In practice,

we set a maximum number of segments N and treat it as a
hyperparameter to tune.

3 Experimental Setup

We apply BTG-Seq2Seq to a spectrum sequence-to-
sequence learning tasks, starting from diagnostic
toy datasets and then gradually moving towards
real machine translation tasks. Additional details
(dataset statistics, model sizes, etc.) are given in
appendix E.

Baselines. We use the standard Transformer-
based seq2seq models (Vaswani et al., 2017) as
the backbone module for all experiments. We con-
sider three baselines: (1) a seq2seq model trained
in a standard way, (2) a seq2seq model pretrained
with phrase pairs extracted with an off-the-shelf
tool, Fast-Align (Dyer et al., 2013),% and 3) a
trivial baseline in which the model is pretrained
on phrase pairs generated by randomly splitting a
source-target sentence pair into phrase pairs. The
latter two approaches study the importance of using
learned alignments.

BTG-1 Seq2Seq and BTG-N Seq2Seq. We fo-
cus on evaluating the two decoding modes of
our model: CKY decoding where phrase-level
translations are structurally combined to form a
sentence-level prediction (BTG-N Seq2Seq), and
standard “flat” Seq2Seq decoding where sentence-
level translations are generated directly by forcing
Root — T' (BTG-1 Seq2Seq). In this way we test
the effectiveness of hierarchical alignments both as
a structured translation model and as a regularizer
on standard Seq2Seq learning. BTG-N Seq2Seq
is sometimes referred simply as BTG-Seq2Seq in
cases where CKY decoding is activated by default
(e.g., constrained inference).

Backbone Transformers. In each experiment,
we use the same set of hyperparameters across
models for fair comparison. One crucial hyper-
parameter for the backbone Transformers of BTG-
Seq2Seq is to use relative positional encodings (as
opposed to absolute ones) which are better at han-
dling translation at phrase levels.Hence we use rela-
tive positional encodings whenever possible except
when utilizing pretrained Transformers that have
been pretrained with absolute positional embed-
dings.

4 Main Results

4.1 Toy SVO-SOV Translation

We start with a diagnostic translation task in which
a model has to transform a synthetic sentence from

8We extract phrase pairs that respect consistency con-
straints (Koehn, 2009) from Fast-Align word-level alignments.
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Task SVO—SOV EN—ZH DE—EN CHR+EN
Model Novel-P  Few-Shot VP NP PP 500 1000 4978 CHR—EN EN—CHR
Seq2Seq 1.2 22.1 49.0 452 415 229 257 29.7 9.1 7.8

+ Trivial-Align - - 348 355 329 17.8 19.1 23.0 7.9 6.3

+ Fast-Align - - 42.0 644 376 21.1 240 29.1 10.3 7.5
BTG-1 Seq2Seq 100 96.0 559 60.8 485 247 268 29.6 11.2 9.3
BTG-N Seq2Seq 100 100 57.2 613 49.8 251 29.0 31.0 13.6 11.0

Table 1: Accuracies on the toy SVO-SOV task, and BLEU scores on the few-shot English-Chinese (EN—ZH) translation,
low-data German-English translation (DE—EN), and the low-resource Cherokee-English (CHR<+EN) translation tasks. Trivial-
Align and Fast-Align refer to the baseline seq2seq models that are pre-trained with phrase pairs produced by the simplistic
uniform-splitting heuristic and fast-align, respectively. For ZH—EN, the columns (VP, NP, PP) denote different few-shot splits
for pairing phrases with new contexts. For DE—EN, the columns (500, 1000, 4978) refer to the number of training pairs. We use
a pretrained mBART to initialize the seq2seq component for the DE—EN experiments.

SVO to SOV structure. The dataset is generated
with the following synchronous grammar,

Root — (SV O, SO V),
S— NP, O— NP, V — VP,
NP — (nps, npt), VP — (vps, vps),

where the noun phrase pairs (nps, np;) and the
verb phrase pairs (vps, vp;) are uniformly sampled
from two nonoverlapping sets of synthetic phrase
pairs with varying phrase lengths between 1 to 8.
We create two generalization train-test splits.

Novel-Position. For this split, a subset of
nps, npy phrase pairs are only observed in one syn-
tactic position during training (i.e., only as a subject
or only as an object). At test time, they appear in a
new syntactic role. Each remaining np;, np; pairs
appears in both positions in training.

Few-Shot. In this setting, each subject (or ob-
ject) phrase is observed in three examples in three
different examples. During the evaluation, each
subject phrase appears with context words (i.e. a
predicate and an object phrase) which are found in
the training set but not with this subject phrase.

Results. In Table 1, we observe that BTG-N
Seq2Seq perfectly solves these two tasks. We also
observed that BTG-N Seq2Seq correctly recov-
ers the latent trees when N = 3. Interestingly,
even without structured CKY decoding, BTG-1
Seq2Seq implicitly captures the underlying trans-
duction rules, achieving near-perfect accuracy. In
contrast, standard seq2seq models fail in both set-
tings.

4.2 English-Chinese: Phrasal Few-shot MT

Next, we test our models on the English-Chinese
translation dataset from Li et al. (2021), which was
designed to test for compositional generalization
in MT. We use a subset of the original dataset and
create three few-shot splits similar to the few-shot

setting in the previous task. For example in the
NP split noun phrases are paired with new contexts
during evaluation. Compared with the few-shot
setting for the SVO-SOV task, this setup is more
challenging due to a larger vocabulary and fewer
training examples (approx. 800 data points).

Results. As shown in Table 1, both BTG-1
Seq2Seq and BTG-N Seq2Seq improve on the
standard Seq2Seq by a significant margin. BTG-N
Seq2Seq also outperforms the Fast-Align baseline’
on VP and PP splits and slightly lags behind on
NP, highlighting the benefits of jointly learning
alignment along with the Seq2Seq model.

Analysis. In Figure 3 we visualize the in-
duced phrasal alignments for an example trans-
lation by extracting the most probable derivation
argmaxy p(d|z) for n = 3, which encodes the
phrase-level correspondence between x and y. In
this example “at a restaurant” is segmented and
reordered before “busy night” according to the Chi-
nese word order. We also give example translations
in Table 2, which shows two failure modes of the
standard seq2seq approach. The first failure mode
is producing hallucinations. In the first example,
the source phrase “hang out with the empty car he
liked” is translated to a Chinese phrase with a com-
pletely different meaning. This Chinese translation
exactly matches a Chinese training example, likely
triggered by the shared word %5 % (“empty car”).
The second failure mode is under-translation. In the
second example, standard seqsSeq completely ig-
nores the last phrase “it was so dark” in its Chinese
translation, likely because this phrase never co-
occurs with the current context. In contrast BTG-
Seq2Seq is able to cover all source phrases, and

“We pretrain on Fast-Align phrases and fine-tune on the
original training set. This was found to perform better than
jointly training on the combined dataset.
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[It was a] [a busy night] [ at a restaurant ]
1

Input:

New translation rule:
Original Prediction:
New Prediction:
Reference:

Google Translate:

Er hat das Unternehmen von Grund auf aufgebaut
von Grund auf — from scratch

He built the company from the ground up

He built the company from scratch

He built the company from scratch
He built the company from the ground up

| e ™
~l / dleaf
EEBREEES TR RS

Figure 3: Induced hierarchical alignment by BTG-Seq2Seq
on an English-Chinese example.

Source:
Seq2Seq:

BTG Seq2Seq:
Reference:

she knew this but cnntmucd m hang out with the empty car he liked .
ismEx— A, (BT *iﬁﬁ’ﬁ@ﬁ,,ﬁﬂ’@%,ﬂﬁﬁﬁiz B
I ATEIX — s, (E4K

HAE XS

Source: he went inside the dlrplane on the floor and it was so dark .
Seq2Seq: i T HIMR FAKAHLE -
BTG Seq2Seq: il E#FHIAR b A WHLE T — T 3% -

Reference: fiiEFf MM LA WHLEE, BEE—HEE.

Table 2: Chinese translations from a baseline seq2seq model
and our BTG-Seq2Seq approach. Source phrases that are
translated incorrectly by standard seq2seq are highlighted
in italics, and target translations are delineated with dashed
underlines.

in this case, predicts the corresponding Chinese
phrase for “it was so dark”.

4.3 German-English: Low-Data MT
Next, we move onto more a realistic dataset
and consider a low data German-English transla-
tion task , following Sennrich and Zhang (2019).
The original dataset contains TED talks from the
IWSLT 2014 DE-EN translation task (Cettolo et al.,
2014). Instead of training the seq2seq component
from scratch, we use pre-trained mBART (Liu et al.,
2020) to initialize the seq2seq component of our
grammar (and the baseline seq2seq). This was
found to perform much better than random ini-
tialization, and highlights an important feature of
our approach which can work with arbitrary neural
seq2seq models. (We explore this capability fur-
ther in section 4.5.) The use of pre-trained mBART
lets us consider extremely low-data settings, with
500 and 1000 sentence pairs, in addition to the
4978 setup from the original paper. We observe
in Table 1 that even the standard seq2seq achieves
surprisingly reasonable BLEU scores in this low-
data setting—much higher that scores of seq2seq
models trained from scratch (Sennrich and Zhang,
2019).19 BTG-N Seq2Seq and BTG-1 Seq2Seq
again outperform the baseline seq2seq model.
Pretraining on Fast-Align harms performance,
potentially due to it’s being unable to induce mean-
ingful phrase pairs in such low data regimes. In
contrast, all our aligners (i.e., parsers) can also
leverage pretrained features from mBART (we use

!0Their best seq2seq model with 4978 sentences obtains
16.57 BLEU, while phrase-based SMT obtains 15.87.

Input:

New translation rule:
Original Prediction:
New Prediction:
Reference:

Google Translate:
Input:

New translation rule:
Original Prediction:
New Prediction:
Reference:

Google Translate:

Die europiische Krise schlieft den Kreis

schliefit den Kreis — is coming full circle

The euro crisis closes the loop

The European crisis is coming full circle

The European crisis is coming full circle

The European crisis closes the circle

Die ARD strahlte gestern um 20:15 “Aus dem Nichts" aus
“Aus dem Nichts" — “In the Fade", 20:15 — 8.15 pm
The ARD aired yesterday at 20:15 “Out of Nowhere"

The ARD aired yesterday 8.15 pm “In the Fade"

ARD broadcast “In the Fade” yesterday at 8.15 pm
Yesterday at 8:15 p.m., ARD broadcast "Out of Nowhere".

Table 3: Experiments on injecting new translation rules during
inference. Examples are with the mBART model finetuned
on the IWSLT 2014 German-to-English dataset. We manually
provide new translation rules to BTG-SeqSeq, and decode
with the constrained CKY algorithm. Injected phrases in the
new predictions are highlighted with dashed underlines. We
also provide results from Google Translate.

the same mBART model to give span scores for all
our parsers), which can potentially improve struc-
ture induction and have a regularizing effect.

Injecting New Translation Rules. We investi-
gate whether we can control the prediction of BTG-
Seq2Seq by incorporating new translation rules
during CKY inference. In particular, we give new
translation rules to mBART-based BTG-Seq2Seq
for DE-EN translation. Since the model has been
trained only on 4978 pairs, the translations are far
from perfect. But as shown in Table 3 we observe
that BTG-Seq2Seq can translate proper nouns, time
expression, and even idioms to an extent. The id-
iom case is particularly interesting as pure seq2seq
systems are known to be foo compositional when
translating idioms (Dankers et al., 2022).

4.4 Cherokee-English: Low-Resource MT

Our next experiments consider a true low-resource
translation task with Cherokee-English, using the
dataset from Zhang et al. (2020). This dataset con-
tains around 12k/1k/1k examples for train/dev/test,
respectively. Unlike German-English, Cherokee
was not part of the mBART pretraining set, and
thus we train all our models from scratch. In Ta-
ble 1 we see that BTG-N Seq2Seq and BTG-1
Seq2Seq again outperform the standard seq2seq.'!

4.5 Low Resource MT with Pretrained
Models

The current trend in low resource MT is to first pre-
train a single multilingual model on a large number

"However standard SMT is a strong baseline for Cherokee-
English: Zhang et al. (2020) obtain 14.5 (Chr—En) and 9.8
(En—Chr) with Moses (Koehn et al., 2007).
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Models

Mongolian (MN—EN) Marathi (MR—EN) Azerbaijani (AZ—EN) Bengali (BN—EN)

Finetune mT5 8.6 8.5 10.2 8.4
"BTG-1mT5 07 9% 113 96
BTG-N mT5 94 9.5 11.5 10.3
Finetune mBART50 11.2 11.6 15.5 13.6
" BTG-1 mBART50 s 12 158 128
BTG-N mBART50 12.1 10.9 15.9 12.8

Table 4: BLEU scores on four low-resource machine translation tasks. The backbone seq2seq models of our BTG models are
intialized with either mT5 (Xue et al., 2021) or mBARTS50 (Tang et al., 2020). Numbers in grey background are taken from Tang

et al. (2020).

of language pairs (Tang et al., 2020; Fan et al.,
2021; Costa-jussa et al., 2022) and then optionally
finetune it on specific language pairs. In our final
experiment, we explore whether we can improve
upon models that have already pretrained on bitext
data. We focus mBART50-large which has been
pretrained on massive monolingual and bilingual
corpora. We randomly pick four low-resource lan-
guages from the ML50 benchmark (Tang et al.,
2020), each of which has fewer than 10K bitext
pairs. We also experiment with mT5-base (Xue
et al., 2021) to see if we can plug-and-play other
pretrained seq2seq models.

From Table 4, we see that our BTG models out-
perform the standard finetuning baseline in four
languages for mT5, and achieve slight improve-
ment in two languages for mBARTS50. We conjec-
ture that this is potentially due to (1) mBARTS50’s
being already trained on a large amount of bitext
data and (2) mT5’s use of relative positional en-
codings, which is more natural for translating at all
phrase scales. Finally, although we focus on pre-
trained seq2seq models in this work, an interesting
extension would be to consider prompt-based hier-
archical phrase-based MT where pseqaseq(V| i) 18
replaced with a large language model that has been
appropriately prompted to translate phrases.'?

5 Related Work

Synchronous grammars Classic synchronous
grammars and transducers have been widely ex-
plored in NLP for many applications (Shieber and
Schabes, 1990; Wu, 1997; Eisner, 2003; Ding and
Palmer, 2005; Nesson et al., 2006; Huang et al.,
2006; Wong and Mooney, 2007; Wang et al., 2007,
Graehl et al., 2008; Blunsom et al., 2008, 2009;
Cohn and Lapata, 2009, inter alia). In this work,
we focus on the formalism of bracketing transduc-
tion grammars, which have been used for model-
ing reorderings in SMT systems (Nakagawa, 2015;

"2The source parser distribution could be set to uniform or
learned on a small amount of labeled data.

Neubig et al., 2012). Recent work has explored
the coupling bracketing transduction grammars
with with neural parameterization as a way to in-
ject structural biases into neural sequence models
(Wang et al., 2021). Our work is closely related to
the neural QCFG (Kim, 2021), a neural parameter-
ization of a quasi-synchronous grammars (Smith
and Eisner, 2006), which also defines a monolin-
gual grammar conditioned on the source. However
they do not experiment with embedding a neural
seq2seq model within their grammar. More gener-
ally our approach extends the recent line of work
on neural parameterizations of classic grammars
(Jiang et al., 2016; Han et al., 2017, 2019; Kim
et al., 2019; Jin et al., 2019; Zhu et al., 2020; Yang
et al., 2021b,a; Zhao and Titov, 2020, inter alia),
although unlike in these works we focus on the
transduction setting.

Data Augmentation Our work is also related to
the line of work on utilizing grammatical or align-
ment structures to guide flexible neural seq2seq
models via data augmentation (Jia and Liang, 2016;
Fadaee et al., 2017; Andreas, 2020; Akyiirek et al.,
2021; Shi et al., 2021; Yang et al., 2022; Qiu et al.,
2022) or auxiliary supervision (Cohn et al., 2016;
Mi et al., 2016; Liu et al., 2016; Yin et al., 2021).
In contrast to these works our data augmentation
module has stronger inductive biases for hierarchi-
cal structure due to explicit use of latent tree-based
alignments.

6 Conclusion

We presented a neural transducer that maintains
the flexibility and seq2seq models but still incor-
porates hierarchical phrases both as a source of
inductive bias during training and as explicit con-
straints during inference. We formalized our model
as a synchronous grammar and developed an effi-
cient variational inference algorithm for training.
Our model performs well compared to baselines
on small MT benchmarks both as a regularized
seq2seq model and as a synchronous grammar.
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7 Limitations

Our work has several limitations. While varia-
tional inference enables more efficient training than
full marginalization (O(L3) vs. O(L")), it is still
much more expensive compute- and memory-wise
than regular seq2seq training. This currently pre-
cludes our approach as a viable alternative on large-
scale machine translation benchmarks, though ad-
vances in GPU-optimized dynamic programming
algorithms could improve efficiency (Rush, 2020).
(However, as we show in our experiments it is pos-
sible to finetune a pretrained seq2seq MT system
using our approach.) Cube-pruned CKY decoding
is also much more expensive than regular seq2seq
decoding. In general, grammar- and automaton-
based models enable a greater degree of model
introspection and interpretability. However our use
of black-box seq2seq systems within the grammar
still makes our approach not as interpretable as
classic transducers.
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A Parameterization of BTG-Seq2Seq

The basic strategy for our parameterization is to
take as much advantage of the backbone Trans-
former seq2seq models as possible, which is the
main source of rich neural representations (espe-
cially when working with pretrained models).

Seq2Seq p(dieat|T, diree). The leaf nodes of
diree are the production rules of C'[x;.;;] — v, which
encode the correspondence between source seg-
ment z;.; and target segment v. The probabil-
ity of such a rule is modeled by a conventional
Transformer-based seq2seq model (Vaswani et al.,
2017). In BTG-Seq2Seq, the underlying seq2seq is
expected to handle segments at all levels, including
sentence- and phrase-level translations. We found
it beneficial to use two sets of special tokens to
indicate the beginning/end of sentences, one for
sentence-level translations and the other for phrase-
level translations. Concretely, in addition to the
typical ‘BOS’ and ‘EOS’ which are used to mark
the beginning and the end of a sentence, we addi-
tionally use ‘Seg-BOS’ and ‘Seg-EOS’ to mark the
beginning and the end of a segment.

Source parser p(diyee|x, ). To obtain a prob-
abilistic parser, we need to assign a score to each
rule involved in dy.e. For the following rules,

Vn e {1,2...|z|},
™ — S"[z], T" — I"[x],
we assign them a weight of 1 for simplicity, as
we find that using trainable weights does not help
during our initial experiments.
We use neural features to parameterize the score
of the following rules:

Vi j k€ {0,1... |z}
S" (@] = T'wiz) S [250]
S™wik] = I [wig] 1 [20)
I"apg) — Sz 7 [2iy]
IMaig) — S'xja] S [2ij).

For example the score

st. 1< j<k

W(S"[ﬂ?i;k]—ﬂl[Zi:j]sr[mj;k]) = €xp (e:ls:f(ﬁi:ja flgkz))

relies on the difference feature ﬁi;j and ﬁj;k,
following Kitaev and Klein (2018). In our pa-
rameterization, rules that have the same right-
hand spans will have the same score regard-
less of their nonterminals. That is, the score
of I"[x;x] — S'xju)I"[x;;] is identical to
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I"[x1] — S'x;.£)S" [::7]. These difference fea-
tures are calculated using

= - =
h;.; = Concat[h ; — hy; ;jﬂ - ﬁiﬂ]

where ﬁz and R are the “forward” and ‘“‘back-
ward” representations from Kitaev and Klein
(2018).13

The score of a derivation tree is the sum of the
scores of the production rules that form the tree,
and we normalize the score to obtain the distribu-
tion over all possible derivations,

H T(R) | /Ziree(x,n),

Re&dee

where Zg,. (z,n) =3, (HRedmc m(R)) is the
partition function. The dynamic program for com-

puting the partition function is given by Algo-
rithm 1.

p(dtree|xa n) -

Variational parser q(dree, dieat|, y, ). We
factorize the variational synchronous parser as
Q(dtrem dleaf‘$7 Y, TL) = Q(dtree|xa Y, n) X
Q(dleaf‘my Y, dtree)a

which makes it possible to sample hierarchical
alignments in O(L?) where L = min(|z], |y|).
The parameterization of ¢(dyee|z, y, n) is very sim-
ilar to the parameterization of p(diee|z, n), except
that h; (which are used to compute the difference
features) are the hidden states of a Transformer
decoder, with the backbone Transformer seq2seq
running from y to z. This choice makes it possible
to condition the contextualized representations of
x on the target y. Calculating the partition func-
tion uses the same dynamic program as in the prior
parser (i.e., Algorithms 1). Algorithm 2 shows the
dynamic program for sampling dce.

Given z,y and dgee, the only rules that re-
main unknown for the variational parser are the
target segments y,.. in C[z;x] — Yae. Thus
q(dyeat|, y, diree ) 1s effectively a hierarchical seg-
mentation model. We use a grammar with the fol-
lowing rules,

Root — T" [y], ™ [ya:c] — Tl [ya:b]Tr [yb:c}a

to model the segmentations. Since the segmen-

BOriginally, the forward and backward representations
were defined based on the forward/backward hidden states
from a bidirectional LSTM (Stern et al., 2017). Kitaev and
Klein (2018) extend it to the Transformer architecture by
splitting the hidden representation h; from the Transformer
encoder into halves and treating them as the forward and back-

. . -
ward representations, i.e., h; = Concat[ h ;; ﬁl]

tation is conditioned on d.e, We need to ensure
that the tree structures of dje,r and dye 1s identical.
(Note that by conditioning on dy, we only utilize
the tree topology of dy.. for efficiency.)

We use the following function to score the rules:
(17" Warel 5T [ya:t) T [ysec] ) = €XP (f (ha:b, flb:c)) ;

where hy.p, hy,. are the difference features based
on the contextualized representations of y, and f
is an MLP that emits a scalar score. We can then
obtain a distribution over dje,r Via,

Q(dleaf|$) n, dtree):

H W(R) /Zleaf(dtreev y)

Re dlea[

where Zi (ducesy) = g, (Iredu (1)) s
the partition function. Algorithm 3 shows the dy-
namic program for calculating the partition func-
tion above, and Algorithm 4 gives the dynamic pro-
gram for sampling from q(djeat|z, 7, direc ). These
dynamic programs modify the standard inside algo-
rithm to only sum over chart entries that are valid
under diree.

Since we share the encoder and decoder across
all components (i.e., prior/variational parsers and
the seq2seq model), the only additional parameters
for BTG-Seq2Seq are the parameters of the MLP
layers for the three CRF parsers.

Number of segments p(n|x), g(n|z,y). We
use a truncated geometric distribution of the fol-
lowing form,

n—1

o) = { Al );3_1 ,ne{l,2,.. . N—1}
(1-=XN""", n=N

where N is the maximum number of segments.

For the prior p(n|z), we have N = |z|. For

the variational posterior ¢(n|z,y), we have N =

min(|x|, |y|). In practice, we set an additional up-

per bound (chosen from [3,4...8]) for efficient
training. A is chosen from {0.5,0.6,0.7,0.8,0.9}.

B Evidence Lower Bound

Figure 4 shows the lower bound derivation.

C Dynamic Programs for the Parsers
Sampling Algorithms

The algorithms for sampling from p(diee|z, n) and
q(djeaf |, diree ) are provided in Algorithm 2 and 4.
Sampling from ¢(dyee|z,y,n) is omitted, as it is
the same algorithm as Algorithm 2.
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SVO—SOV EN—ZH DE—EN CHR+~EN
Novel-P  Few-Shot VP NP PP 500 1000 4978 chr-en  en-chr
Train 20000 2000 914 812 906 500 1000 4978 11638 11638
Dev 5000 500 200 200 200 7584 7584 7584 1000 1000
Test 5000 500 200 200 200 6759 6759 6759 1000 1000
Transformer Encoder Layer 2 2 6 6 6 12 12 12 6 6
Transformer Encoder Size 1024 1024 512 512 512 1024 1024 1024 512 512
Transformer Decoder Layer 2 2 6 6 6 12 12 12 6 6
Transformer attention head 8 8 8 8 8 16 16 16 8 8
Positional embedding type ~ relative  relative  relative relative relative absolute absolute absolute relative relative

Table 5: Dataset statistics and model hyperparameters used for experiments. Apart from the standard absolute positional
encodings used by mBART, we use relative positional encodings whenever possible.

logp(y\a:)zlog Z p(d]a;)zlog Z p(n’x)p(dtree|$7n)p(dleaf|xadtree)

deD(z,y)

deD(zy)

= Eq(nu,y){

diree ,dicaf

log Z p(dtree’xan)p<dleaf’xvdtree)

— KL[g(n|z,y)[lp(n|z)]

)

= Eq@w,y,n){

dleaf

log Z p(d]eaf’xa dtree)

~ KLlg(ducel, 3, ) [p(ducl, )] }

> Eq(d]eaf\x,y,dtm) [logp(dleaf|$7 dtree)] + H[Q(dleaf‘xv Y, dtree)]

IOg p(y\x) > IEq(n|:z:,y) {Eq(dueem‘,y,n) [Eq(dleadm,y,dlree) [IOg p(dleﬂf|xv dtree)] + H[Q(dleaf|x? Y, dtree)]]

— KL{g(dree|, y, ) | p(diree, n)]} — KL[g(n|z, y)|[p(n|z)]

Figure 4: Derivation of the evidence lower bound used for training. (Top) Here, line 3 lower bounds the boxed term in line 2,
while line 4 lower bounds the boxed term in line 3. (Bottom) Taking these steps together, we can obtain the final lower bound.

M (MN) Marathi (MR) Azerbaijani (AZ)
9840 5946
767 671

1090 903

Bengali (BN)
4649
896
216

7607
372
414

Train
Dev
Test

Table 6: Dataset sizes for four low-resource languages we
choose from ML50 benchmark (Tang et al., 2020).

Computing the Entropy and KL

We provide the dynamic program to com-
pute H[q(dieat| T, ¥, diree)] in Algorithm 5, and
KL[q(diee|x, y,n) || p(direc| T, n)] in Algorithm 6.
Note that KL[¢(n|z, y)|| p(n|z)] is a constant, and
we can ignore it during optimization. In practice
the algorithms are implemented in log space for
numerical stability.

Gradient Estimation

We use policy gradients (Williams, 1992) to opti-
mize the lower bound. Two techniques are addi-
tionally employed to reduce variance. First, we
use a self-critical control variable (Rennie et al.,
2017) where the scores from argmax trees are used
as a control variates. Second, we utilize a sum-and-
sample strategy (Liu et al., 2019) where we always

train on n = 1, i.e., sentence-level translations, and
sample another n > 1 to explore segment-level
translations.

D Recipe for Using BTG-Seq2Seq
Although it is expensive to train our BTG-Seq2Seq
from scratch due to O(L?) time complexity, we
find that a pretrain-then-finetune strategy is a prac-
tical way to use BTG-Seq2Seq. During the pre-
training stage, we train a Transformer seq2seq in
the standard way until convergence, or simply use
public model checkpoints. Then during the fine-
tuning stage, we use the pretrained model as the
backbone seq2seq for our BTG-SeqSeq. Usually
we use a relatively smaller learning rate to finetune
the backbone seq2seq during finetuning.

E Dataset Statistics and
Hyperparameters

We show the statistics of the datasets and the hy-
perparameters of the model in Tables 5 and 6.
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Algorithm 1 Inside algorithm for p(dyee |2, ). Rules are highlighted in blue
Input: x: source sentence, n: number of segments

function INSIDE-TREE(z, n)
Initialize 3..[S'] =0, B.[I'] =0

for m = 2tondo > number of segments
for w = 1 to |z| do > width of spans
for i = 0to |z| — wdo > start point
k=i+w > end point

for)=i+1tok—1do
fori=1tom — 1do > number of segments in the left part
r=m-—1 > number of segments in the right part

/Bz :k

Sm] += W(Sm (@4 k]%ﬂ[:c”]s’" [z k]) Bi:j[-[l] -,Bj;k[S’"]
Sm] += 71'(5' [z k]_ﬂl[ﬁ ne [TJ :k ) /Bi:j[ll] : Bj:k:[[r]
/sz " ] (Im[l’zkﬁsl[x; k7 [2i:5] ) /Bj:k[Sl} B@][IT]
Bz k[Im] += 77(]7"[12 k]—>S[[z] &)S” [ J]) Bj:k:[sl] . /Biij [ST]
> Compute locally-normalized scores 7

for m = 2ton do > number of segments

for w = 1 to |z| do > width of spans

for i =0 to |z| — w do > start point

k=14+w > end point
forj=i+1tok —1do

for[=1tom — 1do > number of segments in the left part

r=m—1 > number of segments in the right part

> Denote S”"[zi:k]—ﬂl[wi;j}S"[zj:k] as Rl

T(R) = (w(R1) - Bis[I'] - Bjk[S™]) / Bik[S™]

> DenOte Sm[xzk]%]l[:pw}lr[x]k] as R2

T(Rg) = (n(Ryg) - Bi[1'] - BjklI"]) / B [S™]

> Denote I”"[:ri:k]ﬁsl [:B]k}l’[x”] as R3

ﬁ(R?)) = (W(R3) ’ 6]'2]?[Sl] ' /Bi:j [IT]) /5@k[lm]

> Denote 1" [z;.;]—S' [x;.4]S" [x::;] s R4

T(Rq) = (n(Ra) - Bjx[S"] - Bisy[S™]) /B[]
> T rules are assigned a trivial score: m(7"—5"[z]) =1, 7w(T"—I1"[z]) =1
BIT™| = Bou2|[S™] + Bo:fa) "], Ziree(w, 1) = B[T7] > partition function

T(1m—smle]) = Boyye [S"]/ BT, F(Tm=171a]) = Bo.yx 1™/ B[T]

return Zye.(z,n), 5,7
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Algorithm 2 Top-down sampling disee from p(diee|2, 7). Rules are highlighted in blue
Input: 7: normalized scores obtained from INSIDE-TREE(-), n: number of segments
function SAMPLE-TREE(7, n)

Initialize an empty tree dyee

Sample A € {S, I} wrt. T(T"—A"[z])
RECUR-SAMPLE-TREE(O, |x|, n, A, T, diree)
return dyee

> Arguments: 4: start point, k: end point, n: number of segments, A: nonterminal)
function RECUR-SAMPLE-TREE(, k, n, A, 7, diree)
if n = 1 then
Add rule A'[z;.]—Clzs] tO diree
return
if A = S then
>1<l<n,A Be{S,I},i<j<kare the random variables, r = n — [
Sample rule 57 (x;.;]—+A'[z;.;]B"[x;.;] according to 7(+)
Add 5" [z;.4] A [%i:j]B" [z;.] 1O diree
RECUR-SAMPLE-TREE(Y, j, [, A, T, dyee)
RECUR-SAMPLE-TREE(], k, r, B, T, diree)
else >A=1
>1<l<n,A Be{S I},i<j<k arethe random variables, r = n — [
Sample rule /" [z;.,]—+A![z;.4] B"[z;.;] according to 7(-)
Add 1" (2] A'[2.5] BT [2::] 1O diree
RECUR-SAMPLE-TREE(], k, [, A, T, diree)
RECUR-SAMPLE-TREE(4, j, 7, B, 7, dyee)

Algorithm 3 Inside algorithm for q(djeat|, Y, diree)-
Input: y: target sentence, dy..: derivation tree

function INSIDE-LEAF(y, dycee)
Infer number of segments n from diee
Initialize 8_[...] =0

form =2to N do > number of segments

for w = 1 to |z| do > width of spans

for i =0 to |z| — w do > start point

k=i+w > end point
forj=i+1tok —1do

for[=1tom — 1do > number of segments in the left part

r=m—1 > number of segments in the right part

if there exist a rule like A™ — B!C" in diee then
Bik[T™] += (T lysr] =T i 1T Tysn]) - Bini [T - By [T7]
return 3
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Algorithm 4 Top-down sampling diess from q(dieat|, ¥, diree)-

Input: 3: inside scores returned from INSIDE-LEAF(-), diee: derivation tree, y: target sentence

function SAMPLE-LEAF(S, dyee, y)
Infer the number of segments n from diee
Initialize an empty tree djeat
RECUR-SAMPLE-LEAF(0, |y|, n, 8, dirces diear)
return d]eaf

> Arguments: ¢: start point, k: end point, n: number of segments
function RECUR-SAMPLE-LEAF(3, k, n, 3, dieat, diree)
if n = 1 then
Add rule 7' [y;.x] = vi.k, tO dleaf
return

Infer [,  based on dee and n
Compute Z = 3 (i [T - B [T"]) > normalization term
forj=i+1tok—1do

(T i) =T i) T ) = (Big [T'] - Bk T7)) /2

Sample rule 77 [y;..] =T yi.;1T" [y;.x], and add it to dje,f > the rule only encodes split point j
RECUR-SAMPLE-LEAF(3, j, I, 3, dyee, dleaf)
RECUR-SAMPLE-LEAF(], k, 7, 3, diree, diear)

Algorithm 5 Calculating the entropy of H[q(djeaf|Z, ¥, diree )]
Input: 5: inside scores returned by INSIDE-LEAF(-), dyee: derivation tree, y: target sentence
function COMPUTE-LEAF-ENTROPY (53, diree, )
Find the number of segments n from dyee
return RECUR-COMPUTE-LEAF-ENTROPY(0, |y, 7, B, diree)

> Arguments: ¢: start point, k: end point, n: number of segments
function RECUR-COMPUTE-LEAF-ENTROPY(, k, n, 3, diree)
if n = 1 then
return 0

Infer [, » based on dyee and n
Compute Z = 3 (85T - Bk [T"]) > normalization term
forj=i+1tok —1do

(Tn[lh k]_>T [Yi:i [T [y;: k]) (52][ ] ’ 5]]6[TT])/Z

H=0
forj=i+1tok —1do
H; = RECUR-COMPUTE-LEAF-ENTROPY(4, j, I, 3, diree)
H,. = RECUR-COMPUTE-LEAF-ENTROPY(j, k, 7, 3, diree)
> Denote rule 77 [y, ] =T [y:.;]1T" [y;.x] as R
= (H + H, —log[#(R)]) - 7(R)
return H > return the entropy
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Algorithm 6 Computing the KL-divergence of KL[q(diee|T, Y, ) || P(diree|z, )]

Input: 7,: normalized rule scores returned by INSIDE-TREE(:) for ¢(diree|,y, 1), Tp: rule scores
obtained similarly by calling INSIDE-TREE(-) for p(diree|x, ), n: number of segments, x: source sentence
function COMPUTE-TREE-KL(7, 70, 1, )
Initialize KL_[] =0

for m = 2 ton do > number of segments

for w = 1to |z| do > width of spans

for i =0 to |z| — w do > start point

k=14+w > end point
for)=i+1tok —1do

for[=1tom — 1do > number of segments in the left part

r=m-—1 > number of segments in the right part

> Denote S""[mi:k]—ﬂl[wi;j}S’“[xj:k] as Rl
KL; o [S™]+= (KLi;j[I'] + KLji[S"] + log[itg(R1)] — log[iy(R1)]) - g (R1)
> Denote Sm[rzk]%ll[$13}17[$]k] as R2

KL; s [S™]4= (KLg;[I'] + KL; [I"] + log[q(R2)] — log[p(R2)]) - Tq(R2)
> Denote 1" [z;.;]—S! [x;.4] 1" [x:.;] as R3
KL; s [I™]+= (KL;.,[S"] + KLy [I"] + log[q(Rs)] — log[p(Rs)]) - Tq(R3)

> Denote 1" [z;.;]—S! [x;.4]S"[x::;] a5 R4
KL . [I"™]+= (KL;x[S'] + KL;;[S"] + log[7g(R4)] — log[7(R4)]) - 774 (Ra)
> Denote 7" —s"[z], T"—I"[z] as Rs5, Rg respectively
KL[T"] += (KL, [S"] + log[4(R5)] — log[7rp(R5)]) - 7g(R5)
KL[T"] += (KLg,j[I"] + log[fr¢(Rs)] — log[7p()]) - 7q(Rs)
return KL[T"]
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