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Abstract

Multimodal sentiment analysis (MSA) and
emotion recognition in conversation (ERC) are
key research topics for computers to understand
human behaviors. From a psychological per-
spective, emotions are the expression of affect
or feelings during a short period, while senti-
ments are formed and held for a longer period.
However, most existing works study sentiment
and emotion separately and do not fully exploit
the complementary knowledge behind the two.
In this paper, we propose a multimodal senti-
ment knowledge-sharing framework (UniMSE)
that unifies MSA and ERC tasks from features,
labels, and models. We perform modality fu-
sion at the syntactic and semantic levels and
introduce contrastive learning between modali-
ties and samples to better capture the difference
and consistency between sentiments and emo-
tions. Experiments on four public benchmark
datasets, MOSI, MOSEI, MELD, and IEMO-
CAP, demonstrate the effectiveness of the pro-
posed method and achieve consistent improve-
ments compared with state-of-the-art methods.

1 Introduction

With the rapid development of multimodal ma-
chine learning (Liang et al., 2022; BaltruSaitis et al.,
2018) and dialog system (He et al., 2022a,b,c), Mul-
timodal Sentiment Analysis (MSA) and Emotion
Recognition in Conversations (ERC) have become
the keys for machines to perceive, recognize, and
understand human behaviors and intents (Zhang
et al., 2021a,b; Hu et al., 2021a,b). Multimodal
data provides not only verbal information, such as
textual (spoken words) features but also non-verbal
information, including acoustic (prosody, rhythm,
pitch) and visual (facial attributes) features. These
different modalities allow the machine to make de-
cisions from different perspectives, thereby achiev-
ing more accurate predictions (Ngiam et al., 2011).
The goal of MSA is to predict sentiment intensity
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Figure 1: Illustration of sentiment and emotion sharing
a unified embedding space. The bottom is a unified
label after formalizing sentiment and emotion according

to the similarity s¢m between samples with the same
sentiment polarity label.

or polarity, and ERC aims to predict predefined
emotion categories. There are many research direc-
tions in MSA and ERC, such as multimodal fusion
(Yang et al., 2021), modal alignment (Tsai et al.,
2019a), context modeling (Mao et al., 2021) and
external knowledge (Ghosal et al., 2020). How-
ever, most existing works treat MSA and ERC as
separate tasks, ignoring the similarities and com-
plementarities between sentiments and emotions.

On the one hand, from a psychological perspec-
tive, both sentiments and emotions are experiences
that result from the combined influences of the bi-
ological, cognitive, and social (Stets, 2006), and
could be expressed similarly. In Figure 1, we illus-
trate how sentiments and emotions are relevant in
the verbal or non-verbal, and could be projected
into a unified embedding space. On the other hand,
emotions are reflections of the perceived change
in the present within a short period (Batson et al.,
1992), while sentiments are held and formed in
longer periods (Murray and Morgan, 1945). In our
preliminary study, we found that the video dura-
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tion of MSA is almost twice of ERC !, which is
consistent with the above definitions. A variety
of psychological literature (Davidson et al., 2009;
Ben-Ze’ev, 2001; Shelly, 2004) explain the similar-
ities and differences between sentiment and emo-
tion. Munezero et al. (2014) also investigates the
relevance and complementarity between the two
and point out that analyzing sentiment and emotion
together could better understand human behaviors.

Based on the above motivation, we propose a
multimodal sentiment knowledge-sharing frame-
work that Unified MSA and ERC (UniMSE) tasks.
UniMSE reformulates MSA and ERC as a genera-
tive task to unify input, output, and task. We extract
and unify audio and video features and formalize
MSA and ERC labels into Universal Labels (UL)
to unify sentiment and emotion.

Besides, previous works on multimodal fusion
at multi-level textual features (Peters et al., 2018;
Vaswani et al., 2017), like syntax and semantics,
are lacking. Therefore, we propose a pre-trained
modality fusion layer (PMF) and embed it in Trans-
former (Vaswani et al., 2017) layers of TS5 (Raffel
et al., 2020), which fuses the acoustic and visual
information with different level textual features for
probing richer information. Last but not least, we
perform inter-modal contrastive learning (CL) to
minimize intra-class variance and maximize inter-
class variance across modalities.

Our contributions are summarized as follows:

1. We propose a multimodal sentiment-
knowledge sharing framework? (UniMSE)
that unifies MSA and ERC tasks. The
proposed method exploits the similarities and
complementaries between sentiments and
emotions for better prediction.

2. We fuse multimodal representation from
multi-level textual information by injecting
acoustic and visual signals into the T5 model.
Meanwhile, we utilize inter-modality con-
trastive learning to obtain discriminative mul-
timodal representations.

3. Experimental results demonstrate that
UniMSE achieves a new state-of-the-art per-
formance on four public benchmark datasets,
MOSI, MOSEI, MELD and IEMOCAP, for
MSA and ERC tasks.

4. To the best of our knowledge, we are the first
to solve MSA and ERC in a generative fash-

'Please see Appendix A.1 for details.
2https://github.com/LeMei/UniMSE.

ion, and the first to use unified audio and video
features across MSA and ERC tasks.

2 Related Work

Multimodal Sentiment Analysis (MSA) MSA
aims to predict sentiment polarity and sentiment in-
tensity under a multimodal setting (Morency et al.,
2011). MSA research could be divided into four
groups. The first is multimodal fusion. Early works
of multimodal fusion mainly operate geometric
manipulation in the feature spaces (Zadeh et al.,
2017). The recent works develop the reconstruc-
tion loss (Hazarika et al., 2020), or hierarchical mu-
tual information maximization (Han et al., 2021)
to optimize multimodal representation. The second
group focuses on modal consistency and difference
through multi-task joint learning (Yu et al., 2021a)
or translating from one modality to another (Mai
et al., 2020). The third is multimodal alignment.
Tsai et al. (2019a) and Luo et al. (2021) leverage
cross-modality and multi-scale modality represen-
tation to implement modal alignment, respectively.
Lastly, studies of multimodal context integrate the
unimodal context, in which Chauhan et al. (2019)
adapts context-aware attention, Ghosal et al. (2018)
uses multi-modal attention, and Poria et al. (2017)
proposes a recurrent model with multi-level mul-
tiple attentions to capture contextual information
among utterances.

Emotion Recognition in Conversations (ERC)
With growing research interest in dialogue systems
(Dai et al., 2021, 2020a,b; Lin and Xu, 2019a,b; Lin
et al., 2020; Zhang et al., 2022b), how to recognize
the predefined emotion in the conversation has be-
come a research hotspot. Meanwhile, with the rise
of multimodal machine learning (Mao et al., 2022;
Yuan et al., 2021; Yu et al., 2021b; Zhang et al.,
2022a; Lin et al., 2022), the studies of ERC have
been extended to multimodal paradigm. The multi-
modal emotion recognition in conversation gained
great progress. The research direction could be
categorized into multimodal fusion, context-aware
models, and incorporating external knowledge. Hu
et al. (2022, 2021c¢); Joshi et al. (2022) adopt graph
neural networks to model the inter/intra dependen-
cies of utterances or speakers. For context incorpo-
ration, Sun et al. (2021); Li et al. (2021a); Ghosal
et al. (2019) model the contexts by constructing
graph structure, and Mao et al. (2021) introduces
the concept of emotion dynamics to capture context.
Moreover, some advancing ERC works incorporate
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Figure 2: The overview of UniMSE.

external knowledge, such as transfer learning (Haz-
arika et al., 2019; Lee and Lee, 2021), common-
sense knowledge (Ghosal et al., 2020), multi-task
learning (Akhtar et al., 2019), and external infor-
mation (Zhu et al., 2021) to solve ERC task.

Unified Framework In recent years, the unifica-
tion of related but different tasks into a framework
has achieved significant progress (Chen et al., 2022;
Xie et al., 2022; Zhang et al., 2022c). For exam-
ple, T5 (Raffel et al., 2020) unifies various NLP
tasks by casting all text-based language problems
as a text-to-text format and achieves state-of-the-art
results on many benchmarks. More recently, the
works (Wang et al., 2021a; Cheng et al., 2021b;
Wang et al., 2021a) using unified frameworks have
attracted lots of attention, such as Yan et al. (2021a)
solves all ABSA tasks in a unified index generative
way, Chen et al. (2022) investigates a unified gen-
erative dialogue understanding framework, Zhang
et al. (2021c) proposes a unified framework for
multimodal summarization, Wang et al. (2021b)
unifies entity detection and relation classification
on their label space to eliminate the different treat-
ment, and Yan et al. (2021b) integrates the flat NER,
nested NER, and discontinuous NER subtasks in a
Seq2Seq framework. These works demonstrate the
superiority of such a unified framework in improv-
ing model performance and generalization. In our
work, we use T3 as the backbone to unify the MSA
and ERC and learn a unified embedding space in
this framework.

3 Method

3.1 Overall Architecture

As shown in Figure 2, UniMSE comprises the
task formalization, pre-trained modality fusion and
inter-modality contrastive learning. First, we pro-
cess off-line the labels of MSA and ERC tasks into
the universal label (UL) format. Then we extract
separately audio and video features using unified
feature extractors among datasets. After obtain-
ing audio and video features, we feed them into
two individual LSTMs to exploit long-term con-
textual information. For textual modality, we use
the TS as the encoder to learn contextual informa-
tion on the sequence. Unlike previous works, we
embed multimodal fusion layers into T5, which
follows the feed-forward layer in each of several
Transformer layers of T5. Besides, we perform
inter-modal contrastive learning to differentiate the
multimodal fusion representations among samples.
Specifically, contrastive learning aims to narrow
the gap between modalities of the same sample
and push the modality representations of different
samples further apart.

3.2 Task Formalization

Given a multimodal signal I; = {If, I, I'}, we
use I, m € {t,a,v} to represent unimodal raw
sequence drawn from the video fragment ¢, where
{t,a,v} denote the three types of modalities—text,

acoustic and visual. MSA aims to predict the real
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number y; € R that reflects the sentiment strength,
and ERC aims to predict the emotion category of
each utterance. MSA and ERC are unified in input
feature, model architecture, and label space through
task formalization. Task formalization contains
input formalization and label formalization, where
input formalization is used to process the dialogue
text and modal feature, and label formalization is
used to unify MSA and ERC tasks by transferring
their labels into universal labels. Furthermore, we
formalize the MSA and ERC as a generative task
to unify them in a single architecture.

3.2.1 Input Formalization

The contextual information in conversation is es-
pecially important to understand human emotions
and intents (Lee and Lee, 2021; Hu et al., 2022).
Based on this observation, we concatenate cur-
rent utterance u; with its former 2-turn utter-
ances {u;_1,u;—2}, and its latter 2-turn utterances
{wit1,u;ir2} as raw text. Additionally, we set seg-
ment id S} to distinguish utterance u; and its con-
texts in textual modality:

t
I} = [ui—g, wi—1, u;, Uit1, Uito)

st=1Jo0,---,0,1,---,1,0,---,0 (1)
v [H,_/H,_/R,_/]

Uj—2,Ui—1 Us Ui4-1,Ui+4-2

where the utterances are processed into the format
of I!, and we take I} as the textual modality of
I;. Furthermore, we process raw acoustic input
into numerical sequential vectors by librosa 3 to
extract Mel-spectrogram as audio features. It is the
short-term power spectrum of sound and is widely
used in modern audio processing. For video, we
extract fixed T frames from each segment and use
effecientNet (Tan and Le, 2019) pre-trained (super-
vised) on VGGface * and AFEW dataset to obtain
video features.

3.2.2 Label Formalization

To break the information boundary between MSA
and ERC, we design a universal label (UL) scheme
and take UL as the target sequence of UniMSE.
The universal label aims to fully explore the
shared knowledge between MSA and ERC on
sentiment and emotion. Given a universal label
yi = {y¥,yl,y}, it is composed by sentiment
polarity y? € {positive, negative and neutral} con-
tained in MSA and ERC, sentiment intensity y;

3https://github.com/librosa/librosa.
“https://www.robots.ox.ac.uk/ vgg/software/vgg_face/.
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Figure 3: The generating process of a universal label
(UL) and the red dashed line denotes that e; is the sam-
ple with the maximal semantic similarity to ms.

(the supervision signal of MSA task, a real number
ranged from -3 to +3) and an emotion category y;
(the supervision signal of ERC task, a predefined
emotion category). We align the sample with sim-
ilar semantics (like 1.6 and joy), in which one is
annotated with sentiment intensity, and the other is
annotated with emotion category. After the align-
ment of label space, each sample’s label is for-
malized into a universal label format. Next, we
introduce in detail how to unify MSA and ERC
tasks in the label space, as follows:

First, we classify the samples of MSA and ERC
into positive, neutral, and negative sample sets ac-
cording to their sentiment polarity. Then we cal-
culate the similarity of two samples with the same
sentiment polarity but belonging to different an-
notation scheme, thereby completing the missing
part in the universal label. We show an example in
Figure 3. Given an MSA sample ma, it carries a
positive sentiment and an annotation score of 1.6.
Benchmarking the format of universal label, mso
lacks an emotion category label. In this example,
e1 has the maximal semantic similarity to ms, and
then we assign the emotion category of e; as ma’s
emotion category.

Previous works (Tsai et al., 2019a; Yang et al.,
2021) have demonstrated that textual modality is
more indicative than the other modalities, so we
adopt textual similarity as the semantic similar-
ity among samples. Specifically, we utilize a
strong sentence embedding framework SimCSE
(Gao et al., 2021) to calculate the semantic simi-
larity of two texts for completion of the universal
label. Similarly, the sample in the ERC dataset is
assigned a real number by calculating the MSA
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sample that is most similar to it. After our for-
malization, the samples of MSA and ERC are pro-
cessed into {(Zo,v0), (I1,91)...(INn,yn)}, where
I; denotes raw multimodal signal of sample ¢ and
y; denotes its universal label. We can obtain the
predictions of MSA and ERC by decoding from
the predicted UL. Additionally, we evaluate the
performance of the generated automatically part in
the universal labels. We randomly selected 80 sam-
ples with universal labels from MOSI and manually
evaluated the generated labels used for universal
label completion; the accuracy is about 90%.

3.3 Pre-trained Modality Fusion (PMF)

Unlike the previous works just using a pre-trained
model (such as T5) as a text encoder, we embed the
multimodal fusion layers into the pre-trained model.
Thus the acoustic and visual signals can participate
in text encoding and are fused with multiple levels
of textual information. The low-level text syntax
feature encoded by the shallow Transformer layers
and high-level text semantic feature encoded by
the deep Transformer layers (Peters et al., 2018;
Vaswani et al., 2017) are fused with audio and video
features into multimodal representation. Besides,
the injection of audio and vision to T5 can probe
the relevant information in the massive pre-trained
text knowledge, thereby incorporating richer pre-
trained understanding into the multimodal fusion
representation. We name this multimodal fusion
process as pre-trained modality fusion (PMF).

We use T5 as the backbone of UniMSE. TS5 con-
tains multiple stacked Transformer layers, and each
Transformer layer for the encoder and decoder con-
tains a feedforward layer. The multimodal fusion
layer is set to follow after the feedforward layer.
Essentially, the PMF unit in the first Transformer
layer of T5 receives a triplet M; = (X!, X¢, X7)
as the input, where X, X/ € Rlm*dm denotes
the modality representation of I]",m € {t,a,v},
lm and d,,, are the sequence length and the repre-
sentation dimension of modality m, respectively.
We view the multimodal fusion layer as an adapter
(Houlsby et al., 2019) and insert it into the T5
model to optimize specific parameters for multi-
modal fusion. The multimodal fusion layer re-
ceives modal representation triplet M;, and maps
the multimodal concatenation representation’s size
back to the layer’s input size. Specifically, we con-
catenate the three modal representations and then
feed the concatenation into the down-projection

and up-projection layers to fuse representations.
For j-th PMF, the multimodal fusion is given by:

Fi _ [Fi(jfl) . Xia,la . X;)’lv}
Fe = o(WIF; + b9
F{ = W"F{ + b

2

2

where Xl-a’l“ € R™da and Xf’l” € R™% are
hidden states of last time step of X and X/, re-
spectively. X' and X7 are acoustic and visual
modality representations encoded by two individ-
ual LSTMs, respectively. [-] is concatenation oper-
ation on feature dim, o is the Sigmoid function,
and {W< W W,b? b"} are learnable parame-
ters. F\¥ = X! and X! is the text representa-
tion encoded by the first Transformer layer of T5,
and Fl-(j 1 denotes the fusion representation after
(j — 1) Transformer layers. ® denotes the element
addition. The output of the fusion layer is then
passed directly into the following layer normaliza-
tion (Ba et al., 2016).

Although we can embed a multimodal fusion
layer in each Transformer of T5’s encoder and de-
coder, it may bring two shortcomings: 1) disturb
the encoding of text sequences, and 2) cause overfit-
ting as more parameters are set for the multimodal
fusion layer. Considering these issues, we use the
former j Transformer layers to encode the text, and
the remaining Transformer layers are injected with
the non-verbal (i.e., acoustic and visual) signals.

3.4 Inter-modality Contrastive Learning

Contrastive learning (CL) has gained major ad-
vances in representation learning by viewing sam-
ple from multiple views (Gutmann and Hyvérinen,
2010; Khosla et al., 2020; Gao et al., 2021). The
principle of contrastive learning is that an anchor
and its positive sample should be pulled closer,
while the anchor and negative samples should be
pushed apart in feature space. In our work, we per-
form inter-modality contrastive learning to enhance
the interaction between modalities and magnify
the differentiation of fusion representation among
samples. To ensure that each element of the in-
put sequence is aware of its context, we process
each modal representation to the same sequence
length. We pass acoustic representation X', visual

representations X’ and fusion representation Fi(] )
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through a 1D temporal convolutional layer:

‘= ConvlD(X}, k"), u € {a,v}

Fi(j) = Conle(Fi(j) k)

3

where Fl-(j ) is obtained after j Transformer lay-
ers containing pre-trained modality fusion. £ is
the size of the convolutional kernel for modalities
u,u € {a,v}, k' is the size of the convolutional
kernel for fusion modality.

We construct each mini-batch with K samples
(each sample consists of acoustic, visual, and text
modalities). Previous works (Han et al., 2021; Tsai
et al., 2019a) have proved that textual modality is
more important than the other two modalities, so
we take the textual modality as the anchor and the
other two modalities as its augmented version.

A batch of randomly sampled pairs for each an-
chor consists of two positive pairs and 2K negative
pairs. Here, the positive sample is the modality
pair composed of text and corresponding acoustic
in the same sample, and the modality pair com-
posed of text and corresponding visual in the same
sample. The negative example is the modality pair
composed of text and the other two modalities of
the other samples. For each anchor sample, the
self-supervised contrastive loss is formulated as
follows:

Lta,j _ IOg exp(ﬁ;(j))}v;l)
exp(EX9) + K exp(FY) X
L~ log exp(F7 XY)
Y = —1]0 NN N
exp(EXY) + K exp(FY X7)
“4)

where L!®J and L'+ represent the contrastive loss
of text-acoustic and text-visual performing on the
j-th Transformer layer of encoder, respectively.

3.5 Grounding UL to MSA and ERC

During the training phase, we use the negative log-
likelihood to optimize the model, which takes the
universal label as the target sequence. The overall
loss function can be formulated as follows:

_ rtask ta,j tv,j
L=1L +a(ZjL )+5(ZjL ) (5)

where L!*¥ denotes the generative task loss, j is
the index of the Transformer layer of the Encoder,
and {«, f} are decimals between 0 and 1, indi-
cating the weight values. Moreover, during the

inference, we use the decoding algorithm ° to con-
vert the output sequence into the real number for
MSA and the emotion category for ERC.

4 Experiments

4.1 Datasets

We conduct experiments on four publicly avail-
able benchmark datasets of MSA and ERC, includ-
ing Multimodal Opinion-level Sentiment Intensity
dataset (MOSI) (Zadeh et al., 2016), Multimodal
Opinion Sentiment and Emotion Intensity (MOSEI)
(Zadeh et al., 2018), Multimodal EmotionLines
Dataset (MELD) (Poria et al., 2019) and Interac-
tive Emotional dyadic Motion CAPture database
(IEMOCAP) (Busso et al., 2008). The detailed
statistic of four datasets are shown in Table 1. More
details can see Appendix A.1.

MOSI contains 2199 utterance video segments,
and each segment is manually annotated with a sen-
timent score ranging from -3 to +3 to indicate the
sentiment polarity and relative sentiment strength
of the segment. MOSEI is an upgraded version
of MOSI, annotated with sentiment and emotion.
MOSEI contains 22,856 movie review clips from
YouTube. Most existing studies only use MOSEI’s
sentiment annotation, and MOSEI’s emotion anno-
tation is multiple labels, so we do not use its emo-
tion annotation although they are available. Note
that there is no overlap between MOSI and MOSEI,
and the data collection and labeling processes for
the two datasets are independent.

IEMOCAP consists of 7532 samples. Follow-
ing previous works (Wang et al., 2019; Hu et al.,
2022), we select six emotions for emotion recogni-
tion, including joy, sadness, angry, neutral, excited,
and frustrated. MELD contains 13,707 video clips
of multi-party conversations, with labels follow-
ing Ekman’s six universal emotions, including joy,
sadness, fear, anger, surprise and disgust.

4.2 Evaluation metrics

For MOSI and MOSEI, we follow previous works
(Han et al., 2021) and adopt mean absolute er-
ror (MAE), Pearson correlation (Corr), seven-class
classification accuracy (ACC-7), binary classifica-
tion accuracy (ACC-2) and F1 score computed for
positive/negative and non-negative/negative clas-
sification as evaluation metrics. For MELD and
IEMOCAP, we use accuracy (ACC) and weighted
F1 (WF1) for evaluation.

SPlease see Appendix A.2 for details.
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Train Valid Test All Senti. Emo.
MOSI 1284 229 686 2199 X
MOSEI 16326 1871 4659 22856 v v
MELD 9989 1108 2610 13707 X v
IEMOCAP 5354 528 1650 7532 X v

Table 1: The details of MOSI, MOSEI, MELD, and
IEMOCAP, including data splitting and the labels it
contains, where Senti. and Emo. represent the label sen-
timent polarity and intensity of MSA and emotion cate-
gory of ERC, respectively. v and Xdenote the dataset
has or does not have the label.

4.3 Baselines

We compare the proposed method with competi-
tive baselines in MSA and ERC tasks. For MSA,
the baselines can be grouped into 1) early multi-
modal fusion methods like Tensor Fusion Network
TFN (Zadeh et al., 2017), Low-rank Multimodal
Fusion LMF (Liu et al., 2018), and Multimodal
Factorization Model MFM (Tsai et al., 2019b),
and 2) the methods that fuse multimodality through
modeling modality interaction, such as multimodal
Transformer MulT (Tsai et al., 2019a), interaction
canonical correlation network ICCN (Sun et al.,
2020), sparse phased Transformer SPC (Cheng
et al., 2021a), and modal-temporal attention graph
MTAG (Yang et al., 2021) and 3) the methods fo-
cusing on the consistency and the difference of
modality, in which MISA (Hazarika et al., 2020)
controls the modal representation space, Self-MM
(Yu et al., 2021a) learns from unimodal representa-
tion using multi-task learning, MAG-BERT (Rah-
man et al., 2020) designs a fusion gate, and MMIM
(Han et al., 2021) hierarchically maximizes the mu-
tual information.

With the rise of multimodal information,
MMGCN (Hu et al., 2021c), MM-DFN (Hu et al.,
2022) and COGMEN (Joshi et al., 2022) consider
the multimodal conversational context to solve
ERC task. Some works only use textual modality
to recognize emotion, in which ERMC-DisGCN
(Sun et al., 2021), Psychological (Li et al., 2021a),
DAG-ERC (Shen et al., 2021) and DialogueGCN
(Ghosal et al., 2019) adapt the GNN-based model
to capture contexts. Additionally, CoG-BART (Li
et al., 2021b) learns the context knowledge from
the pre-trained model, COSMIC (Ghosal et al.,
2020) incorporates different elements of common-
sense, and TODKAT (Zhu et al., 2021) uses topic-
driven knowledge-aware Transformer to model af-
fective states. Similar to MSA and ERC works,

UniMSE still attends to improve multimodal fusion
representation and modality comparison in feature
space. But, UniMSE unifies MSA and ERC tasks
into a single architecture to implement knowledge-
sharing.

4.4 Experimental Settings

We use pre-trained T5-Base © as the backbone of
UniMSE. We integrate the training sets of MOSI,
MOSEI, MELD, IEMOCAP to train the model and
valid sets to select hyperparameters. The batch
size is 96, the learning rate for TS fine-tuning is
set at 3e-4, and the learning rate for main and pre-
trained modality fusion are 0.0001 and 0.0001, re-
spectively. The hidden dim of acoustic and visual
representation is 64, the T5 embedding size is 768,
and the fusion vector size is 768. We insert a pre-
trained modality fusion layer into the last 3 Trans-
former layers of T5’s encoder. The contrastive
learning performs the last 3 Transformer layers of
T5’s encoder, and we set o = 0.5 and 5 = 0.5.
More details can see Appendix A.3.

4.5 Results

We compare UniMSE with the baselines on
datasets MOSI, MOSEI, IEMOCAP, and MELD,
and the comparative results are shown in Table
2. UniMSE significantly outperforms SOTA in
all metrics on MOSI, MOSEI, IEMOCAP, and
MELD. Compared to the previous SOTA, UniMSE
improves ACC-2 of MOSI, ACC-2 of MOSEI,
ACC of MELD, and ACC of IEMOCAP by 1.65%,
1.16%, 2.6%, and 2.35% respectively, and im-
proves F1 of MOSI, F1 of MOSEI, and WF1 of
IEMOCAP by 1.73%, 1.29%, and 2.48% respec-
tively. It can be observed that early works like LMF,
TFN, and MFM performed on the four datasets.
Howeyver, the later works, whether MSA or ERC,
only evaluate their models on partial datasets or
metrics, yet we provide results on all datasets and
corresponding metrics. For example, MTAG only
conducts experiments on MOSI, and most ERC
works only give the WF1, which makes MSA and
ERC tasks tend to be isolated in sentiment knowl-
edge. Unlike these works, UniMSE unifies MSA
and ERC tasks on these four datasets and evaluates
them based on the common metrics of the two tasks.
In summary, 1) UniMSE performs on all bench-
mark datasets of MSA and ECR; 2) UniMSE sig-
nificantly outperforms SOTA in most cases. These

®https://github.com/huggingface/transformers/tree/main
/src/transformers/models/tS.

7843



‘ MOSI MOSEI MELD IEMOCAP

Method ‘ MAE| Corrt ACC-7t ACC-2t F11 ‘ MAE| Corrt ACC-7t ACC-21 F11 ‘ ACCtT WF11 ‘ ACCtT WF11

LMF 0917  0.695 33.20 -/82.5 -/82.4 0.623  0.700 48.00 -/82.0 -/82.1 61.15 5830 | 56.50 56.49

TFN 0901  0.698 34.90 -/80.8 -/80.7 0593  0.677 50.20 -/82.5 -/82.1 60.70 57.74 | 55.02 55.13
MFM 0.877  0.706 35.40 -/81.7 -/81.6 0.568  0.703 51.30 -/84.4 -/84.3 60.80 57.80 | 61.24 61.60
MTAG 0.866  0.722 38.90 -/82.3 -/82.1 - - - - - - - - -
SPC - - - -/82.8 -/82.9 - - - -/82.6 -/82.8 - -

ICCN 0862 0.714 39.00 -/83.0 -/83.0 0.565  0.704 51.60 -/84.2 -/84.2 64.00  63.50

MulT 0.861  0.711 - 81.50/84.10 80.60/83.90 | 0.580  0.713 - -/82.5 -/82.3 - -

MISA 0.804  0.764 - 80.79/82.10  80.77/82.03 | 0.568  0.717 82.59/84.23 82.67/83.97 - -

COGMEN - - 43.90 -/84.34 - - - - - 68.20 67.63

Self-MM 0.713  0.798 - 84.00/85.98 84.42/85.95 | 0.530  0.765 82.81/85.17 82.53/85.30 - -
MAG-BERT 0712 0.796 - 84.20/86.10  84.10/86.00 - - - 84.70/- 84.50/-

MMIM 0.700 0.800  46.65  84.14/86.06 84.00/85.98 | 0.526 0.772 5424  82.24/85.97 82.66/85.94 - - - -

DialogueGCN - - - - - - - - - - 59.46 5810 | 6525 64.18
DialogueCRN 60.73 5839 | 66.05 66.20
DAG-ERC - 63.65 - 68.03
ERMC-DisGCN 64.22 64.10
CoG-BART* 64.81 66.18
Psychological 65.18 66.96
cosmic 65.21 65.28
TODKAT* 6547 61.33
MMGCN - 58.65 - 66.22
MM-DEN - - - - - - - - - - 6249 5946 | 6821 68.18

UniMSE 0.691  0.809 48.68 85.85/86.9 85.83/86.42 | 0.523  0.773 5439  85.86/87.50 85.79/87.46 | 65.09 6551 | 70.56 70.66

Table 2: Results on MOSI, MOSEI, MELD, and IEMOCAP. *The performances of baselines are updated by their
authors in the official code repository, and the baselines with italics indicate it only uses textual modality. The
results with underline denote the previous SOTA performance.

results illustrate the superiority of UniMSE in MSA
and ERC tasks and demonstrate the effectiveness of
a unified framework in knowledge sharing among
tasks and datasets.

4.6 Ablation Study

We conducted a series of ablation studies on MOSI,
and the results are shown in Table 3. First, we
eliminate one or several modalities from multi-
modal signals to verify the modal effects on model
performance. We can find that removing visual
and acoustic modalities or one of them all leads
to performance degradation, which indicates that
the non-verbal signals (i.e., visual and acoustic)
are necessary for solving MSA, and demonstrates
the complementarity among text, acoustic, and vi-
sual. We also find that the acoustic modality is
more important than the visual to UniMSE. Then
we eliminate module PMF and CL from UniMSE,
which leads to an increase in MAE and a decrease
in Corr. These results illustrate the effectiveness of
PMF and CL in multimodal representation learn-
ing. Additionally, we conduct experiments to verify
the impact of the dataset on UniMSE. We remove
IEMOCAP, MELD, and MOSEI from the training
set and evaluate model performance on the MOSI
test set. Removing IEMOCAP and MELD hurts
the performance, especially in metrics MAE and
Corr. This result may be because the removal of
MELD/IEMOCAP has reduced the information
they provide for MSA task. We also remove MO-

| MAE Corr  ACC-2 F1
UniMSE | 0.691 0.809 85.85/86.9 85.83/86.42
-wlo A 0719 0.794 83.82/85.20 83.86/85.69
-wloV 0714 0.798 84.37/85.37 84.71/85.78
-wlo A,V 0721 0780 83.72/85.11 83.52/85.11
- w/o PMF 0722 0.785 85.13/86.59 85.03/86.37
- wlo CL 0713 0.795 85.28/86.59 85.27/86.55
- w/o IEMOCAP | 0.718 0.784 84.11/85.88 84.75/85.47
- w/o MELD 0.722 0.776 84.05/84.96 84.50/84.64
-w/o MOSEL | 0.775 0.727 80.68/81.22 81.35/81.83

Table 3: Ablation study of UniMSE on MOSI. V and
A represent visual and acoustic modalities, respectively.
PMF and CL represent pre-trained modality fusion and
contrastive learning, respectively.

SEI, resulting in poor performance in the four met-
rics. The proposed UniMSE is orthogonal to the
existing works, and it is believed that introducing
our unified framework to other tasks can also bring
improvements.

4.7 Visualization

To verify the effects of UniMSE’s UL and cross-
task learning on multimodal representation, we
visualize multimodal fusion representation (i.e.,
Fi(J )) of the last Transformer layer. Specifically,
we select samples that carry positive/negative senti-
ment polarity from the test set of MOSI and select
samples that have the joy/sadness emotion from the
test set of MELD. Their representation visualiza-
tion is shown in Figure 4(a). It can be observed that
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Figure 4: T-SNE visualization comparison of the multi-
modal fusion representation between: (a) samples with
sentiment and emotion, and (b) samples with original
emotion and generated emotion, where joy~ and sad-
ness” denote the generated emotion.

the representations of samples with positive senti-
ment cover the representation of samples with joy
emotion, which demonstrates that although these
samples are from different tasks, a common feature
space exists between the samples with joy emotion
and positive sentiment.

Moreover, we also select the MOSI samples with
generated emotion joy/sadness and compare them
to MELD samples with the original emotion label
joy/sadness in embedding space. Their visualiza-
tion is shown in Figure 4(b). The samples with
joy emotion, whether annotated with the original
label or generated based on UL, share a common
feature space. These results verify the superiority
of UniMSE on representation learning across sam-
ples and demonstrate the complementarity between
sentiment and emotion.

5 Conclusion

This paper provides a psychological perspective to
demonstrate that jointly modeling sentiment and
emotion is feasible and reasonable. We present a
unified multimodal knowledge-sharing framework,
UniMSE, to solve MSA and ERC tasks. UniMSE
not only captures knowledge of sentiment and emo-
tion, but also aligns the input features and output la-
bels. Moreover, we fuse acoustic and visual modal
representation with multi-level textual features and
introduce inter-modality contrastive learning. We
conduct extensive experiments on four benchmark
datasets and achieve SOTA results in all metrics.
We also provide the visualization of multimodal
representation, proving the relevance of sentiment
and emotion in embedding space. We believe this
work presents a new experimental setting that can

provide a new and different perspective to the MSA
and ERC research communities.

Limitations

In this preliminary study, we only integrate con-
text information on MELD and IEMOCAP, and the
context on MOSI and MOSEI will be considered in
the future. Furthermore, the generation of univer-
sal labels only considers textual modality, without
considering acoustic and visual modalities, which
will also be solved in our future work.

Ethics Statement

The data used in this study are all open-source data
for research purposes. While making machines
understand human emotions sounds appealing, it
could be applied to emotional companion robots
or intelligent customer service. However, even in
simple six-class emotion recognition (MELD), the
proposed method can achieve only 65% in accuracy,
which is far from usable.
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A Appendix
A.1 Datasets

We count the duration of the video segment in MSA
and ERC and give the results in Table 4. We take
the length of the video segment as the duration
of sentiment or emotion. We can observe that the
average time of sentiment in MSA is longer than
that of emotion in ERC, demonstrating the differ-
ence between sentiment and emotion. The average
length of the video segment in MOSEI is 7.6 sec-
onds. This may indicate why MOSEI is usually
used to study sentiments rather than emotions. Fur-
thermore, we count emotion categories of MELD
and IEMOCAP, and their distributions of the train
set, valid set, and test set are shown in Table 5 and
Table 6, respectively.

Task | Dataset D-AVL(s) T-AVL(s)

MOSI 4.2

MSA T MosEr 7.6 73
MELD 3.2
ERC | IEMoCAP 4.6 37

Table 4: Average video length of samples. D-A VL(s)
and T-A VL(s) denote the average video length of
datasets and tasks, respectively.

\surprise fear sadness joy disgust anger

train 1205 268 683 1744 271 1109
dev 150 40 112 163 22 153
test 281 50 208 402 68 345
all 1636 358 1003 2309 361 1607

Table 5: The distribution of emotion category on dataset
MELD.

A.2 Decoding Algorithm for MSA and ERC
tasks

In this part, we introduce the decoding algorithm
we used to convert the predicted target sequence of
UniMSE into a sentiment intensity for MSA and an
emotion category for ERC. The algorithm is shown
in Algorithm 1.

A.3 Experimental Environment

All experiments are conducted in the NVIDIA RTX
A100 and NVIDIA RTX V100. The T5-base model
has 220M parameters, including 12 layers, 768
hidden dimensions, and 12 heads. PML contains

neural frustrated angry sadness joy excited
train | 1187 1322 832 762 431 703
dev 137 146 101 77 21 39
test 384 381 170 245 299 143
all 1708 1849 1103 1084 751 885

Table 6: The distribution of emotion category on dataset
IEMOCAP.

Algorithm 1: Decoding Algorithm for
MSA and ERC tasks
Input: Target task t € {MSA, ERCY},
target sequence
Y ={y1,y2,
yi = (V7,97 95)
Output: Task prediction
Y= {y11t7y§7 e

t
1 Yi={}
2 for eachy; inY do
3 yi=yill]
4 yi=y:[2]
5 if 1 is MSA then
6
7
8
9

7yN} and

-yl } for target

‘ Y*.append(y!)

end
if ¢t is ERC then
| Y'.append(yf)
10 end
11 end

12 return Yt

two projection layers, and its parameter number
is nearly a thousandth of the original parameter
number.
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