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Abstract

We introduce DivEMT, the first publicly avail-
able post-editing study of Neural Machine
Translation (NMT) over a typologically di-
verse set of target languages. Using a strictly
controlled setup, 18 professional translators
were instructed to translate or post-edit the
same set of English documents into Ara-
bic, Dutch, Italian, Turkish, Ukrainian, and
Vietnamese. During the process, their ed-
its, keystrokes, editing times and pauses were
recorded, enabling an in-depth, cross-lingual
evaluation of NMT quality and post-editing ef-
fectiveness. Using this new dataset, we assess
the impact of two state-of-the-art NMT sys-
tems, Google Translate and the multilingual
mBART-50 model, on translation productivity.
We find that post-editing is consistently faster
than translation from scratch. However, the
magnitude of productivity gains varies widely
across systems and languages, highlighting
major disparities in post-editing effectiveness
for languages at different degrees of typologi-
cal relatedness to English, even when control-
ling for system architecture and training data
size. We publicly release the complete dataset!
including all collected behavioral data, to fos-
ter new research on the translation capabilities
of NMT systems for typologically diverse lan-
guages.

1 Introduction

Recent advances in neural language modeling and
multilingual training have prompted a widespread
adoption of machine translation (MT) technologies
across an unprecedented range of world languages.
While the benefits of state-of-the-art MT for cross-
lingual information access are undisputed (Lom-
mel and Pielmeier, 2021), its usefulness as an
aid to professional translators varies considerably
across domains, subjects and language combina-
tions (Zouhar et al., 2021). In the last decade, the
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MT community has been including an increasing
number of languages in its automatic and human
evaluation efforts (Bojar et al., 2013; Barrault et al.,
2021). However, the results of these evaluations are
typically not directly comparable across different
language pairs for various reasons. First, reference-
based automatic quality metrics are hardly compa-
rable across different target languages (Bugliarello
et al., 2020). Secondly, human judgments are col-
lected independently for different language pairs,
making their cross-lingual comparison vulnerable
to confounding factors such as tested domains and
training data sizes. Similarly, recent work on NMT
post-editing efficiency has focused on specific lan-
guage pairs such as English-Czech (Zouhar et al.,
2021), German-Italian, German-French (Laubli
et al., 2019) and English-Hindi (Ahsan et al., 2021),
but a controlled comparison across a set of typolog-
ically diverse languages is still lacking.

In this work, we assess the usefulness of state-
of-the-art NMT in professional translation with a
strictly controlled cross-language setup (Figure 1).
Specifically, professionals were asked to translate
the same English documents into six typologically
different languages (Arabic, Dutch, Italian, Turk-
ish, Ukrainian, and Vietnamese) using the same
platform and guidelines. Three translation modali-
ties were adopted: human translation from scratch
(HT), post-editing of Google Translate’s transla-
tion (PE1), and post-editing of mBART-50’s trans-
lation (PEy), the latter being a state-of-the-art open-
source, multilingual NMT system. In addition
to post-editing results, subjects’ fine-grained edit-
ing behavior — including keystrokes and time in-
formation — was logged to measure productivity
and effort across languages, systems and transla-
tion modalities. Finally, translators were asked
to complete a qualitative assessment regarding
their perceptions of MT quality and post-editing
effort. The resulting DivEMT dataset is to our
best knowledge the first public resource allow-
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Figure 1: The DivEMT data collection process. For
every English source document, 18 professional trans-
lators are tasked to translate it from scratch (HT) or
post-edit NMT systems’ outputs (PE;/PEs) into six ty-
pologically diverse target languages. Behavioral data
and qualitative assessments are collected during and af-
ter the process respectively.

ing a direct comparison of professional transla-
tors’ productivity and fine-grained editing informa-
tion across a set of typologically-diverse languages.
DivEMT is publicly released alongside this paper
as a unique resource to study the language- and
system-dependent nature of NMT advances in real-
world translation scenarios.

2 Related Work

Cross-lingual MT Evaluation Before the ad-
vent of NMT, Birch et al. (2008) studied how
various language properties affected the quality
of Statistical MT (SMT) across a sizeable sam-
ple of European language pairs. The compari-
son, however, was solely based on BLEU, which
is in fact not comparable across different tar-
get languages (Bugliarello et al., 2020). Recent
work on neural models introduced more princi-
pled ways to measure the intrinsic difficulty of
language-modeling (Gerz et al., 2018; Cotterell
et al., 2018; Mielke et al., 2019) and machine-

translating (Bugliarello et al., 2020; Bisazza et al.,
2021) different languages. However, achieving
this reliably without any human evaluation remains
an open research question. Human evaluations of
MT quality are routinely conducted during cam-
paigns such as WMT (Koehn and Monz, 2006;
Akhbardeh et al., 2021) and IWSLT (Cettolo et al.,
2016, 2017) among others, but their focus is on
language- and domain-specific ranking of MT sys-
tems — often leveraging non-professional anno-
tators (Freitag et al., 2021) — rather than cross-
lingual quality comparisons. Concurrently to this
work, Licht et al. (2022) proposed a new human
evaluation protocol to improve consistency in cross-
lingual MT quality assessment.

Post-editing NMT Measuring post-editing ef-
fort across its temporal, cognitive, and technical
dimensions (Krings, 2001) is a well-established
way to assess the effectiveness and efficiency of
MT as a component of specialized translation work-
flows. Seminal post-editing studies highlighted
an increase in translators’ productivity follow-
ing MT adoption (Guerberof, 2009; Green et al.,
2013; Laubli et al., 2013; Plitt and Masselot, 2010;
Parra Escartin and Arcedillo, 2015). However,
they also struggled to identify generalizable find-
ings due to confounding factors like output qual-
ity, content domains, and high variance across lan-
guage pairs and human subjects. With the ad-
vent of NMT, productivity gains of the new ap-
proach were extensively compared to those of SMT,
the highly-customized dominant paradigm at the
time (Castilho et al., 2017; Bentivogli et al., 2016;
Toral et al., 2018; Liubli et al., 2019). Initial re-
sults were promising for NMT due to its better
fluency and overall results. Moreover, translators
were shown to prefer NMT over SMT for post-
editing, although a pronounced productivity in-
crease was not always present. More recent work
highlighted the productivity gains driven by NMT
post-editing in a wider array of languages that were
previously challenging for MT, such as English-
Dutch (Daems et al., 2017), English-Hindi (Ahsan
et al., 2021), English-Greek (Stasimioti and Sosoni,
2020), English-Finnish and English-Swedish (Ko-
ponen et al., 2020), all showing a considerable
variance among language pairs and subjects. In-
terestingly, Zouhar et al. (2021) found NMT post-
editing speed to be comparable to translation from
scratch in English-Czech, and highlighted a discon-
nect between moderate increases in automatic MT
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quality metrics and better post-editing productivity.
In sum, research on post-editing NMT generally
reports increased fluency and output quality, but
productivity gains are hardly generalizable across
language pairs and domains. Importantly, to our
knowledge, no previous work has studied NMT
post-editing over a set of typologically different lan-
guages while controlling for the effects of content
types and domains, NMT engines, and translation
interfaces.

3 The DivEMT Dataset

DivEMT’s main purpose is to assess the usefulness
of state-of-the-art NMT for professional translators
and to study how this usefulness varies across tar-
get languages with different typological properties.
We present below our data collection setup, which
strikes a balance between simulating a realistic pro-
fessional translation workflow and maximizing the
comparability of results across languages.

3.1 Subjects and Task Scheduling

To control for the effect of individual translators’
preferences and styles, we involve a total of 18 sub-
jects (three per target language). During the experi-
ment, each subject receives a series of short docu-
ments (3 to 5 sentences each) where the source text
is presented in isolation (HT) or alongside a transla-
tion proposal produced by one of the NMT systems
(PE1, PEs). The experiment comprises two phases:
During the warm-up phase a set of 5 documents
is translated by all subjects following the same, ran-
domly sampled sequence of modalities (HT, PE;
or PEy). This phase allows the subjects to get used
to the setup and enables us to spot possible issues
in the logged behavioral data before moving for-
ward.? In the main collection phase, each subject
is asked to translate documents in a pseudo-random
sequence of modalities. This time, however, the
sequence is different for each translator and cho-
sen so that each document gets translated in all
three modalities. This allows us to measure transla-
tion productivity independently from the subject’s
productivity and document-specific difficulties. A
graphical overview of this process is shown in Fig-
ure 1, with additional details given in Appendix A.
As productivity and other behavioral metrics can
only be estimated with a sizable sample, we priori-
tize the number of documents over the number of
subjects per language during budget allocation. A

2Warm-up data are excluded from the analysis of Section 4.

larger set of post-edited documents also provides
more insight in the error type distribution of NMT
systems across different language pairs, an analysis
which we leave to future work.

All subjects are professional translators with at
least 3 years of professional experience, at least
one year of post-editing experience and strong pro-
ficiency with CAT tools.® Translators were pro-
vided with links to the source articles to facilitate
contextualization, were asked to produce transla-
tions of publishable quality and were instructed
not to use any external MT engine to produce their
translations. Assessing the final quality of the post-
edited material is out of the scope of the current
study, although we realize that this is an important
consideration to assess usability in a professional
context. A summary of our translation guidelines
is provided in Appendix C.

3.2 Choice of Source Texts

The selected documents represent a subset of the
FLORES-101 benchmark (Goyal et al., 2022) con-
sisting of sentences taken from English Wikipedia,
and covering a mix of topics and domains.* While
professional translators generally specialize in one
or a few domains, we opt for a mix-domain dataset
to minimize domain adaptation efforts by the sub-
jects and maximize the generalizability of our re-
sults. Importantly, FLORES-101 includes high-
quality human translations into 101 languages,
which makes it possible to automatically estimate
NMT quality and discard excessively low-scoring
models or language pairs before our experiment.
FLORES-101 also provides useful metadata, e.g.
source URL, which allows us to ensure the ab-
sence of public translations of the selected contents,
which could be leveraged by translators and com-
promise the validity of our setup. The documents
used for our study are fragments of contiguous sen-
tences extracted from Wikipedia articles that com-
pose the original FLORES-101 corpus. Even if
small, the context provided by document structure
allows us to simulate a more realistic translation
workflow if compared to out-of-context sentences.

Based on our available budget, we select 112
English documents from the devtest portion of
FLORES-101 corresponding to 450 sentences and
9626 words. More details on the data selection
process are provided in Appendix D.

3 Additional subjects’ details are available in Appendix B.

*We use a balanced sample of articles sourced from
WikiNews, WikiVoyage and WikiBooks.
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Genus:Family d,,, Morph. MSP TTR Script GTrans (PE,) \ mBART-50 (PE;) # Pairs

ENG IE:Germanic ~ -  Fus  1.17 028 latin ARA 34.1/65.6/.737 | 17.0/48.5/.452 226K

— NLD 29.1/60.0/.667 | 22.6/53.9/.532 226K

I/\*IRA ﬁ;gemmc_ 8-2; lff" i'% g-gg ?“‘.b- ITA  32.8/61.4/.781 | 24.4/547/.648 233K

s DR 0s1 L. el latF“ TUR  35.0/655/1.00 | 18.8/52.7/.755 204K

TTI?R - A‘g’; 228 050 1232 UKR  31.1/59.8/.758 | 21.9/50.7/.587 104K

e — 051 ro PN oo VIE 45.1/61.9/.724 | 34.7/54.0/.608 127K
VIE Au:VietMuong 0.57 Iso 1.00 0.12 latin

Table 1: Typological diversity of our language sam-
ple. IE: Indo-European, Af: Afro-Asiatic, Alt: Altaic,
Au: Austro-Asiatic. dy,,: Syntactic distance w.r.t. En-
glish (Lin et al., 2019). Fus: fusional, Ifx: introflexive,
Agg: agglutinative, Iso: isolating. MSP: Mean size
of paradigm, from Coltekin and Rama (2022). TTR:
Type-token ratio measured on FLORES-101. Shading
indicates genetic/syntactic relatedness to English and
morphological complexity/lexical richness.

3.3 Choice of Languages

Training data is among the most important factors
in defining the quality of a NMT system. Unfortu-
nately, using strictly comparable or multi-parallel
datasets, like Europarl (Koehn, 2005) or the Bible
corpus (Mayer and Cysouw, 2014), would dramati-
cally restrict the diversity of languages available to
our study, or imply a prohibitively low translation
quality on general-domain text. In order to mini-
mize the effect of training data disparity while max-
imizing language diversity, we choose representa-
tives of six different language families for which
comparable amounts of training data are available
in our open-source model, namely Arabic, Dutch,
Italian, Turkish, Ukrainian, and Vietnamese.
As shown in Table 1, our language sample ensures
a good diversity in terms of language family and re-
latedness to English, type of morphological system,
morphological complexity — measured by mean
size of paradigm (MSP, Xanthos et al. 2011) — and
script. We also report type-token ratio (TTR), the
only language property that was found to correlate
significantly with translation difficulty in a sample
of European languages (Bugliarello et al., 2020).
While the amount of language-specific parallel sen-
tence pairs used for the multilingual fine-tuning of
mBART-50 varies widely (4K<N <45M), all our
selected language pairs fall within the 100K-250K
range (mid-resourced, see Table 2), enabling a fair
cross-lingual performance comparison.

3.4 Choice of MT Systems

While most of the best-performing general-domain
NMT systems are commercial, experiments based

Table 2: MT quality of the selected NMT systems for
English-to-Target translation on the full FLORES-101
devtest split, in BLEU / CHRF / COMET format. Best
scores are highlighted in bold. We report the number
of sentence pairs used for mBART-50 multilingual fine-
tuning by Tang et al. (2021).

on such systems are not replicable as their back-
ends get silently updated over time. Moreover,
without knowing the exact training specifics, we
cannot attribute differences in the cross-lingual re-
sults to intrinsic language properties. We balance
these observations by including two NMT systems
in our study: Google Translate (GTrans)> as a rep-
resentative of commercial quality, and mBART-50
one-to-Many® (Tang et al., 2021) as a represen-
tative of state-of-the-art open-source multilingual
NMT technology. The original multilingual BART
model (Liu et al., 2020) is an encoder-decoder
transformer model pre-trained on monolingual doc-
uments in 25 languages. Tang et al. (2021) ex-
tend mBART by further pre-training on 25 new
languages and performing multilingual translation
fine-tuning for the full set of 50 languages, produc-
ing three configurations of multilingual NMT mod-
els: many-to-one, one-to-many, and many-to-many.
Our choice of mBART-50 is largely motivated by
its maneageable size, its good performances across
the set of evaluated languages (see Table 2) and its
adoption for other NMT (Liu et al., 2021) and post-
editing (Fomicheva et al., 2020) studies. Although
mBART-50 performances are usually comparable
or slightly worse than the ones of tested bilingual
NMT models,” using a multilingual model allows
us to evaluate the downstream effectiveness of a
single, unified system trained on pairs evenly dis-
tributed across tested languages. Finally, adopting
two systems with marked differences in automatic
evaluation scores allows us to estimate how a sig-
nificant increase in metrics such as BLEU, CHRF
and COMET (Papineni et al., 2002; Popovi¢, 2015;

Evaluation performed in October 2021.

f’facebook/mbar't—large—S?)—one—to—many

"See Appendix E for automatic MT quality results by five
different models over a larger set of 10 target languages.
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ENG SRC

Inland waterways can be a good theme to base a holiday around.

ARA HT

o dllae Ladasd s Ll adslll G501 lall 5655 of Ka

MT  Js> s LBY e Basge 2i2l0l Luyad] ol 4S5 o (Le
pE W dllas clad) i UK ads il G5U) ol el 055 08

NLp HT

Binnenlandse waterwegen kunnen een goed thema zijn voor een vakantie.

MT Binnenwaterwegen kunnen een goed thema zijn om een vakantie rond te zetten .

PE Binnenwaterwegen kunnen een goed thema zijn om een vakantie rond te organiseren .

ItTA HT

I corsi d’acqua dell’entroterra possono essere un ottimo punto di partenza da cui organizzare una vacanza.

MT I corsi d’acqua interni possono essere un buon tema per fondare una vacanza.

PE Icorsi d’acqua interni possono essere un buon tema su cui basare una vacanza.

Tur HT
MT ¢ suyollari, tatil i¢in uygun bir tema olabilir.

PE ¢ sular tatil igin uygun bir tema olabilir.

I¢ bolgelerdeki su yollar, tatil plani igin iyi bir tema olabilir.

UKR HT

MorkHa crytaHyBaTH BUXIJIHI, B3SIBIIU 38 OCHOBY ITOJIOPOXK BHYTPIIITHIMHU BOTHUMU IIIJISIXAMU.

MT Boasi muiistxu MOXXyTb OyTH XOpOIIMM 00 '’€KTOM it 0Oa3yBaHHS BiIIIOYMHKY HABKOJIO .

PE MicuesicTb

oprasizariil BiIOYUHKY.

HABKOJIO BHYTPIIIHIX BOJHUX IIJISXIB MOXKe

OyTu rapHuM BHOOPOM TSt

VIE HT

Du lich trén séng c6 thé 12 mot lua chon phit hop cho ky nghi.

MT  Céc tuyén nu6c ndidia c6thé 1a mot chii dé tot d€ xay dung mot ki nghi.

PE  Dulich bing duong thily ndidia la mot y tudng nghi dudng khong tdi.

Table 3: A DivEMT corpus entry, including the English source (SRC), its translation from scratch (HT), the MT
output of mBART-50 (MT) and its post-edited version (PE) for all languages. We highlight insertions , deletions ,

substitutions and shifts computed with Tercom (Snover et al., 2006). Full examples available in Appendix F.

Rei et al., 2020) impacts downstream productivity
across languages in a realistic post-editing scenario.

3.5 Translation Platform and Collected Data

Translators were asked to use PET (Aziz et al.,
2012), a computer-assisted translation tool that sup-
ports both translating from scratch and post-editing.
This tool was chosen because (i) it logs information
about the post-editing process, which we use to as-
sess effort (see Section 4); and (i1) it is a mature
research-oriented tool that has been successfully
used in several previous studies (Koponen et al.,
2012; Toral et al., 2018). The minimalistic nature
of PET interface and functionalities limits its appli-
cation in commercial translation activities, making
it generally unfamiliar for professional translators.
We consider this aspect an advantage in light of
our controlled setup since it allows us to avoid
additional confounding effects or disparities stem-
ming from tools-specific capabilities and different
degrees of proficiency with the software. We also
observe that, due to the varied and generic nature of
the selected documents, functionalities such as con-
cordance and translation memory matches would

have proven much less useful in our setup. We
collect three types of data:

* Resulting translations produced by transla-
tors in either HT or PE modes, constituting a
multilingual corpus with one source text and
18 translations (one per language-modality
combination) exemplified in Table 3.

* Behavioral data for translated sentences, in-
cluding editing time, amount and type of
keystrokes (content, navigation, erase, etc.),
and number and duration of pauses above
300/1000 milliseconds (Lacruz et al., 2014).

* Pre- and post-task questionnaire. The for-
mer focuses on demographics, education, and
work experience with translation and post-
editing. The latter elicits subjective assess-
ments of post-editing quality, effort and enjoy-
ability compared to translating from scratch.

4 Post-Editing Effort Across Languages

In this section, we use the DivEMT dataset to quan-
tify the post-editing effort of professional trans-
lators across our diverse set of target languages.
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Figure 2: Temporal effort across languages and trans-
lation modalities, measured in seconds per processed
source word. Each point represents a document, with
higher scores denoting slower editing. 1: amount of
data points per language not shown in the plot.

We consider two main objective indicators of edit-
ing effort, namely temporal measurements (and
related productivity gains) and post-editing rates,
measured by the Human-targeted Translation Edit
Rate (HTER, Snover et al. 2006). Finally, we assess
the subjective perception of PE gains by examining
the post-task questionnaires. We reiterate that all
scores in this section are computed on the same set
of source sentences for all languages, resulting in
a faithful cross-lingual comparison of post-editing
effort thanks to DivEMT’s controlled setup.

4.1 Temporal Effort and Productivity Gains

We start by comparing fask time (seconds per pro-
cessed source word) across languages and modali-
ties. For this purpose, edit times are computed for
every document in every language without consid-
ering the presence of multiple translators for every
language. As shown in Figure 2, translation time
varies considerably across languages even when no
MT system is involved (HT), suggesting an intrin-
sic variability in translation complexity for differ-
ent subjects and language pairs. Indeed, for the HT
modality, the time required for the ‘slowest’ target
languages (Italian, Ukrainian) is roughly double the
‘fastest’ one (Turkish). This pattern cannot be easily
explained and contrasts with factors commonly tied
to MT complexity, such as source-target morpho-
logical richness and language relatedness (Birch
et al., 2008; Belinkov et al., 2017). On the other
hand, we find the relation PE; > PE, > HT (PE;
fastest, PEo medium speed, HT slowest) to hold for
all the evaluated languages.

PRrROD 1 AHT t

HT PE; PE; \ PE, PE,
ARA 13.1 217 163 +84% +10%
NLD 13.6 28.7 21.7 | +119% +61%
ItA 8.8 186 15.6 +96%  +95%
Tur 179 255 21.0 +34% +12%
UKR 80 123 98 +71% +14%
VIE 102 13.0 11.1 +32% +23%

Table 4: Median productivity (PROD, # processed
source words per minute) and median % post-editing
speedup (AHT) for all analyzed languages and modali-
ties. Arrows denote the direction of improvement.

For a measure of productivity gains that is easier
to interpret and more in line with translation in-
dustry practices, we turn to productivity expressed
in source words processed per minute and com-
pute the speed-up induced by the two post-editing
modalities over translating from scratch (AHT).
Table 4 presents our results. Across systems, we
find that large differences among automatic MT
quality metrics indeed reflect on post-editing ef-
fort, suggesting a nuanced picture that is comple-
mentary to the findings of Zouhar et al. (2021).
While post-editing time gains were observed to
quickly saturate for slight changes in high-quality
MT, we find that moving from medium-quality to
high-quality MT yields meaningful productivity
improvements across most evaluated languages.
Across languages, too, the magnitude of produc-
tivity gains ranges widely, from doubling in some
languages (Dutch PE;, Italian PE; and PEy) to
only about 10% (Arabic, Turkish and Ukrainian
PE5). When only considering the better performing
system (PE;), post-editing remains clearly bene-
ficial in all languages despite the high variability
in AHT scores. Results are more nuanced for the
open-source system (PE3), with three out of six
languages displaying only marginal gains (<15%
in Arabic, Turkish and Ukrainian). Despite its over-
all lower performance, mBART-50 (PE») is the
only system enabling a fair comparison across lan-
guages (from the point of view of training data size
and architecture, see Section 3.4). Interestingly, if
we focus on the gains induced by this system, fac-
tors like language relatedness and morphological
complexity become relevant. Specifically, Italian
(+95%), Dutch (+61%) and Ukrainian (+14%) are
genetically and syntactically related to English, but
Ukrainian has a richer morphology (see Table 1).
On the other hand, Vietnamese (+23%), Turkish
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(+12%) and Arabic (+10%) all belong to different
families. However, Vietnamese is isolating (little
to no morphology), while Turkish and Arabic have
very rich morphological systems (resp. agglutina-
tive and introflexive, the latter of which is espe-
cially problematic for subword segmentation, Am-
rhein and Sennrich 2021). Other differences are
however harder to explain. For instance, Dutch is
closely related to English and has a simpler mor-
phology than Italian, but its productivity gain with
mBART-50 is lower (61% vs 95%). This finding
is accompanied by an important gap in BLEU and
COMET scores achieved by mBART-50 on the two
languages (22.6 vs 24.4 BLEU and 0.532 vs 0.648
COMET for Dutch vs Italian, resp.) which cannot
be explained by training data size.

In summary, our findings confirm the overall
positive impact of NMT post-editing on transla-
tion productivity observed in previous PE studies.
However, we note how the magnitude of this im-
pact is highly variable across systems and lan-
guages, with inter-subject variability also playing
an important role, in line with previous studies (Ko-
ponen et al., 2020) (see Section 6 for more details).
The small size of our language sample does not al-
low us to draw direct causal links between specific
typological properties and post-editing efficiency.
That said, we believe these results have important
implications on the claimed ‘universality’ of cur-
rent state-of-the-art MT and NLP systems, mostly
based on the Transformer architecture (Vaswani
et al., 2017) and BPE-style subword segmentation
techniques (Sennrich et al., 2016).

4.1.1 Modeling Temporal Effort

Given the high variability among translators, seg-
ments and translation modalities, we assess the va-
lidity of our observations via statistical analysis of
temporal effort using a linear mixed-effects regres-
sion model (LMER, Lindstrom and Bates 1988),
following Green et al. (2013) and Toral et al. (2018).
We fit our model on n = 7434 instances, corre-
sponding to 413 sentences translated by 18 trans-
lators®, using translation time as the dependent
variable. Our fixed predictors include translation
modality, target language, their interaction and
length of source segment in characters.® Our ran-
dom effects structure includes random intercepts

80utliers were removed beforehand, see Appendix D.

The document processing order was originally included
to identify possible longitudinal effects but was removed due
to a lack of significant improvements.

Predictor Estim.  p-value Sig.
(intercept) 492  1.12e-11  ***
source length 0.38 <2e-16  ***
lang_ara -0.49 0.1209

lang_ita -0.14 0.6407

lang_nld -0.58 0.0733 X
lang_tur -0.82 0.0162 *
lang_vie -0.24 0.4254

task_pel -0.49 <2e-16  ***
task_pe?2 -0.22  1.77e-07  ***
lang_ara:task_pe1l -0.11 0.0505 X
lang_ita:task_pel -0.40 8.97e-12  ***
lang_nld:task_pe1 -0.41  5.74e-12  ¥**
lang_tur:task_pel -0.14 0.0194 *
lang_vie:task_pe1l 0.13 0.0290 *
lang_ara:task_pe2 0.05 0.3535

lang_ita:task_pe2 -0.39  3.30e-11  ***
lang_nld:task_pe2 -0.29  4.46e-07  F**
lang_tur:task_pe2 0.03 0.5811

lang_vie:task_pe2 0.04 0.5289

Table 5: LMER modeling results using translation time
as the dependent variable. The reference levels for pre-
dictors lang and task are Ukrainian and Translation
from scratch (HT), respectively. Estimate impact on
edit time for every predictor is provided in log seconds.
Significance: *** =< 0.001, * =< 0.05, x =< 0.1

for different segments (nested with documents) and
translators, as well as a random slope for modal-
ity over individual segments.!® Table 5 presents
the set of predictors included in the final model,
an estimate of their impact on edit times and their
significance. We find both PE modalities to signifi-
cantly reduce translation times (p < 0.001), with
PE; being significantly faster than PE, (p < 0.001)
across all languages. Taking the language for
which HT is slowest (Ukrainian) as the reference
level, the reduction in time brought by Google is
significantly more pronounced for Italian, Dutch
(p < 0.001), and Turkish (p < 0.05). For mBART-
50, however, we only observe significantly more
pronounced increases in productivity for Italian and
Dutch (p < 0.001) compared to the reference. We
find these results to corroborate the observations of
the previous section.

4.2 Post-Editing Rate

We proceed to study the post-editing patterns using
the widely-adopted Human-targeted Translation
Edit Rate (HTER, Snover et al. 2006), computed
as the length-normalized sum of word-level substi-
tutions, insertions, deletions and shift operations

10 Additional modeling details available in Appendix G.
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Figure 3: Human-targeted Translation Edit Rate
(HTER) for Google Translate and mBART-50 post-
editing across available languages.
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Figure 4: Distribution of error-less machine transla-
tion sentence outputs (no edits performed during post-
editing) for each translator and every language.

performed during post-editing.!!

As shown in Figure 3, PE; required less edit-
ing than PEs for all languages, and a high vari-
ability is observed across the two systems and all
languages. Since translators were not informed
about the presence of two MT systems, we exclude
the possibility that these results reflect an over-
reliance or distrust towards a specific MT system.
For Google Translate, Ukrainian shows the heaviest
edit rate, followed by Vietnamese, whereas Arabic,
Dutch, Italian and Turkish all show relatively low
amounts of edits. Focusing again on mBART-50 for
a fairer cross-lingual comparison, Ukrainian is by
far the most heavily edited language, followed by a
medium-tier group composed of Vietnamese, Ara-
bic and Turkish, and finally by Dutch and Italian
as low-edit languages. Results show that several of
our observations on the linguistic relatedness and
type of morphology also apply to edit rates, with

See Appendix E for extra results with a character-level
variant of HTER.
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Figure 5: Perceived productivity gains (PPG) between
the HT and PE translation modalities, assessed for all
subjects after task completion.

languages less related to English or having richer
morphology requiring more post-edits on average.

Figure 4 visualizes the large gap in edit rates
across languages and subjects by presenting the
amount of “errorless” MT sentences that were ac-
cepted directly, i.e. without any post-editing. We
note again how the NMT system heavily influ-
ences the rate of occurrence of such sentences but
nonetheless shows how Dutch and Italian generally
present more errorless sentences than Ukrainian
and Vietnamese. In particular, for Google Trans-
late outputs, the average rate of error-less sentences
is roughly 25% for the former target languages,
while for the latter, it accounts only for the 3% of
total translations. Surprisingly, the English-Turkish
pair also fares well, despite the low source-target
relatedness.

Finally, we note that post-editing effort appears
to correlate poorly with the automatic MT quality
metrics reported in Table 2 (e.g. see high scores
of Vietnamese and low scores of Dutch PE;), high-
lighting a difficulty in predicting the benefits of MT
post-editing over HT for new language pairs.

4.3 Perception of Productivity Gain

We conclude our analysis by examining the post-
task questionnaires, in which participants ex-
pressed their perception of MT quality and trans-
lation speed across HT and PE modalities (HT;,
PE,)'? using a 1-7 Likert scale (1 slowest, 7 fastest).
We use these to compute the Perceived Productivity
Gain (PPG) as PPG = PE; — HT and visualize
it in Figure 5. We observe that Italian and Dutch,
the only target languages with marked productivity
gains (AHT) regardless of the PE system in Ta-
ble 4, are also the only ones having consistently
high (> 2) PPG scores across all subjects. More-
over, we remark how PPG for target languages

2We reemphasize that subjects were unaware of the pres-
ence of two distinct MT systems.
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with a large gap in AHT scores between high-
PE; and low-PE;y (Arabic, Ukrainian) are hardly
distinguishable from those of languages in which
AHT is low for both PE systems (Turkish, Viet-
namese). Notably, 4 out of 18 subjects attribute
negative PPGs to the PE modality, even though
productivity gains were reported across all subjects
and languages. These results suggest that worst-
case usage scenarios may play an important role
in driving PPG, i.e. that subjects’ perception of
quality is largely shaped by particularly challeng-
ing or unsatisfying interactions with the NMT sys-
tem, rather than the average case. Finally, from
the post-task questionnaire, PPG scores exhibit a
strong positive correlation with the perception of
MT adequacy (p=0.66), fluency (p=0.46) and over-
all quality (p=0.69), and more generally with a
higher enjoyability of PE (p=0.60), while being
inversely correlated with the perception of prob-
lematic mistranslations (p=—0.60).

5 Conclusions

In this work we introduced DivEMT, the outcome
of a post-editing study spanning two state-of-the-
art NMT systems, 18 professional translators and
six typologically diverse target languages under a
unified setup.

We leveraged DivEMT’s behavioral data to per-
form a controlled cross-language analysis of NMT
post-editing effort along its temporal and editing
effort dimensions. The analysis reveals that NMT
drives significant improvements in productivity
across all the evaluated languages, but the magni-
tude of these improvements depends heavily on the
language and the underlying NMT system. In this
setting, productivity measurements across modal-
ities were found to be generally consistent with
the recorded editing patterns. Our results indicate
that translators working on language pairs with
significant post-editing productivity gains, on aver-
age, perform fewer edits and accept more machine-
generated translations without any editing. We also
observed a disconnect between post-editing produc-
tivity gains and MT quality metrics collected for the
same NMT systems. Finally, low source-language
relatedness and target morphological complexity
seem to hinder productivity when NMT is adopted,
even in settings where system architecture and
training data are controlled for.

In our qualitative analysis, translators’ percep-
tion of post-editing usefulness was found to be

strongly shaped by problematic mistranslations.
Languages showing large productivity gains for
both NMT systems were the only ones associated
with a positive perception of PE-mediated gains,
as opposed to mixed or negative opinions for other
translation directions.

In future work, a more fine-grained analysis of
the types of edits conducted by the translators, and
their differences across languages, could shed more
light on our current findings.

6 Limitations

The subjective component introduced by the pres-
ence of multiple translators is an important con-
founding factor in our setup, especially due to the
relatively small number of subjects for each lan-
guage. In our study, we tried to balance a thorough
control of other noise components with a faithful re-
production of a realistic translation scenario. How-
ever, we realize that the combination of limited
document context provided by FLORES-101, the
variety of topics covered in the texts and the exper-
imental nature of the PET platform constitutes an
atypical setting that may have impacted the transla-
tors’ natural productivity. Moreover, variability in
the content of mBART-50 fine-tuning data, despite
the comparable sizes, may have played a role in the
variability observed for automatic MT evaluation
and PE gains across languages.

7 Broader Impact and Ethical
Considerations

This line of research aims at providing a more
precise and faceted understanding of translation
and editing effort across multiple languages, and
as such is worth pursuing to ensure a fairer com-
pensation to translators if compared to one-size-
fits-all approaches based on automatic quality met-
rics. Furthermore, the understanding of the applica-
tion of MT to translators’ work in less researched
languages and the diversity of measures obtained
can give a clearer picture of MT usability, in its
broader sense, than automatic metrics. It is rele-
vant to test NMT models in controlled translation
environments. In our experiment, Language Ser-
vice Providers were paid their requested rate. All
words were paid as new words, as the MT usability
was unknown prior to the experiment. They were
also given thorough instructions and ample time
to complete the assignment, accommodating for
the COVID-19 pandemic that affected some of the
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participants. Translators were informed that they
could opt-out at any time and have their informa-
tion deleted.
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A Modality scheduling

Table 6 shows an example of the adopted modality
scheduling. The modality of document docM; for
translator T; in the main task is picked randomly
among the two modalities that were not seen by the
same translator for docM;_1, enforcing consecu-
tive documents given to the same translator to be
assigned different modalities to avoid periodicity
in repetition and enable the same-language compar-
isons of Section 4. Importantly, although all three
modes were collected for every document, we did
not enforce mode consistency across the same trans-
lator identifier across languages (i.e. T; for Italian
does not have the same sequence of modalities of
translator Ty in Arabic, for example). For this rea-
son, individual subjects are not directly comparable
across languages. This is relevant since, e.g. T3 for
Dutch and Italian did not operate on the same set
of sentences on the same modalities, and thus their
comparable editing behavior in Figure 4 should
be attributed to personal preference rather than an
identical assignment of modalities on the same sen-
tences. Despite modality scheduling, we have no
guarantees that translators consistently follow the
order of documents presented in PET, and thus pos-
sibly operate on documents assigned to the same
modality consecutively. However, this possibility
reduces to random guessing due to a lack of any
identifying information related to the modality until
the document is entered for editing. The sequence
of modalities for the warmup task is fixed and is:
HT, PEs, PE;, HT, PE,.

B Subject Information

During the setup of our experiment, one transla-
tor refused to carry out the main task after the
warmup phase, and another was substituted by
our choice. Both translators were working in the
English-Italian direction and were found to make
heavy usage of copy-pasting during the warmup
stage, suggesting an incorrect utilization of the plat-
form in light of our guidelines. Both translators,
which we identified as Ty and T3 for Italian, were
replaced by T5 and T, respectively. Table 7 reflects
the final translation selection for all languages, with
the information collected by means of the pre-task
questionnaire.

C Translation Guidelines

An extract of the translation guidelines provided
to the translators follows. The full guidelines are

T, To T3
docW; HT HT HT

o

g docWo PE; PE; PE;

St

g .

2  docWy PE, PE, PE,
docM; HT PE; PE,

.E dOCM2 PE2 HT PE1

g€ docMs HT PE, PE

docMy PEs PE; HT

Table 6: Modality scheduling overview. For each lan-
guage, each subject (T;) works with a pseudo-random
sequence of modalities (HT, PE;, PE5). For the warm-
up task (N = 5), all translators are provided with the
same documents in the same modalities. For the main
task (N = 107), each translator is assigned a modal-
ity at random. Each document is translated once for
every modality. The same procedure is repeated inde-
pendently for all the languages.

provided in the additional materials.

Fill in the pre-task questionnaire before starting the project.
In this experiment, your goal is to complete the translation
of multiple files in one of two possible translation settings.
Please, complete the tasks on your own, even if you know
another translator that might be working on this project. The
translation setting alternates between texts, with each text
requiring a single translation in the assigned setting. The two
translation settings are:

1. Translation from scratch. Only the source sentence is
provided, you are to write the translation from scratch.

2. Post-editing. The source sentence is provided along-
side a translation produced by an MT system. You
are to post-edit this MT output. Post-edit the text so
you are satisfied with the final translation (the required
quality is publishable quality). If the MT output is too
time-consuming to fix, you can delete it and start from
scratch. However, please do not systematically delete
the provided MT output to give your own translation.

Important: All editing MUST happen in the provided PET
interface: that is, working in other editors and copy-pasting
the text back to PET is NOT ALLOWED, because it invali-
dates the experiment. This is easy to spot in the log data, so
please avoid doing this. Complete the translation of all files
sequentially, i.e. in the order presented in the tool. DO NOT
SKIP files at your own convenience. Make sure that ALL files
are translated when you deliver the tasks.

The aim is to produce publishable professional quality
translations for both translation settings. Thus, please translate
to your best abilities. You can return to the files and self-review
as many times as you think it is necessary. Important: The
time invested to translate is recorded while the active unit
(sentence) is in editing mode (yellow background). Therefore:

* Only start to translate when you are in editing mode (yel-
low background). In other words, do not start thinking
how you will translate a sentence when the active unit
is not yet in editing mode (green or red background).

* Do not leave a unit in editing mode (yellow background)
while you do something else. If you need to do some-
thing unrelated in the middle of a translation then go out
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Gender  Age Degree Position EnLevel YoE YoE w/PE % PE
T M 35-44 BA Freelancer C2 > 15 2-5 20%-40%
Arabic T2 M 25-34 BA Employed Cc2 5-10 2-5 60%-80%
Ts M 25-34 MA Freelancer Cl 5-10 <2 20%-40%
T M 25-34 MA Freelancer C2 5-10 5-10 60%-80%
Dutch T2 F 35-44 MA Freelancer Cl 10-15 5-10 40%-60%
Ts F 25-34 MA Freelancer C2 2-5 2-5 20%-40%
T F 25-34 MA Employed C1 5-10 5-10 20%-40%
Italian Ts F 25-34 MA Freelancer Cl 2-5 2-5 40%-60%
Ty F 35-44 BA Freelancer C2 10-15 5-10 > 80%
T1 F 25-34 BA Freelancer C2 5-10 2-5 <20%
Turkish To F 25-34 BA Freelancer Cl1 5-10 5-10 < 20%
T3 M 25-34  High school  Freelancer C2 10-15 <2 <20%
T F 35-44 MA Employed Cl 5-10 5-10 20%-40%
Ukrainian T2 M 35-44 MA Employed Cl 10-15 10-15 20%-40%
T3 M 35-44  High school  Employed B2 2-5 2-5 20%-40%
T F 25-34 MA Employed C2 10-15 5-10 40%-60%
Vietnamese To F 25-34 BA Freelancer Cl 5-10 <2 20%-40%
Ts F 25-34 MA Employed Cl1 2-5 <2 <20%

Table 7: Subjects information for DivEMT. The last three columns represent respectively the number of years of
professional experience as a translator (YOE), the number of years of experience with MT post-editing (YoE w/
PE) and the % of work assignments requiring post-editing in the last 12 months (% PE) for each subject.

Type WN WV WB #Sent. # Words
3S 11 13 11 105 2168
N 14 8 13 140 3214
5S 12 13 12 185 3826
Tot. 37 34 36 450 9626

Table 8: Distribution of the selected DivEMT docu-
ments across sizes and Wikipedia categories. A Type
value of NS stands for documents composed by N con-
tiguous sentences, WN, WV and WB stand respectively
for WikiNews, WikiVoyage and Wikibooks

of editing mode and come back to editing mode when
you are ready to resume translating.

* First you will be translating a warmup task, and then
the main task. When you are translating each file, you
can consult the Source text (ST) by looking up the url
in the Excel files that we have sent for reference.

In order to find the correct terminology for the translation you
can consult any source in the Internet. Important: However,
it is NOT ALLOWED to use any MT engine to find terms or
alternatives to translations (such as Google Translate, DeepL,
MS Translator or any MT engine available in your language).
Using MT engines invalidates the experiment, and will be de-
tected in the log data. Please fill-in the post-task questionnaire
ONLY ONCE after completing all the translation tasks (both
warmup and main tasks).

D Details on Document Selection and
Preprocessing

Document selection Table 8 present the distri-
bution of selected documents from the Flores-101
devtest split based on their domain and the number

of sentences that compose them. The first goal in
the selection process was to preserve a rough bal-
ance between the three categories while including
mostly 4 and 5-sentence docs which are faster to
edit in PET (no need to frequently close and reopen
an editing window). Another objective of the se-
lection was to minimize the chance of translators
finding the translated version of the Wikipedia arti-
cle from which documents were taken and copied
from there, despite our guidelines. We thus scrape
the articles from Wikipedia and assess the number
of available translations. Among the selected docu-
ments, only a small subset has translations in other
languages (see Figure 6 top, an article can have
multiple languages), mainly in Hebrew (14), Chi-
nese (10), Spanish (7) and German (5) respectively.
Considering the total number of translations for
every article (Figure 6 bottom), we see that roughly
75% of them (79 docs) have no translations. We
consider this satisfactory as proof there should not
be a large amount of possible copying involved,
and we follow up on this evaluation by also ensur-
ing that no repeated copy-paste patterns are present
in keylogs after the warmup stage.

Filtering of Outliers For our analysis of Sec-
tion 4, we only use sentences with an editing time
lower than 45 minutes, which was selected heuris-
tically as a reasonably high threshold to allow for
extensive searching and thinking. In the following,
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Field name

Description

unit_id, flores_id,
subject_id, task_type

Identifiers for the item, respective FLORES-101 sentence, translator and translation mode.

src_text
mt_text
tgt_text
aligned_edit

The original source sentence extracted from Wikinews, wikibooks or wikivoyage.

MT output sentence before post-editing, present only if task_type is ‘pe’.

Final sentence produced by the translator (either from scratch or post-editing mt_text)
Aligned visual representation of the machine translation and its post-edit with edit operations

edit_time

Total editing time for the translation in seconds.

k_letter, k_digit,
k_white, k_symbol, k_nav

k_erease, k_copy,
k_paste, k_cut, k_do

k_total

Number of keystrokes for various key types (letters, digits, keystrokes, whitespaces, punctu-
ation, navigation keys) during the translation.

Number of keystrokes for erease (backspace, cancel), copy, paste, cut and Enter actions
during the translation.

Total number of all keystroke categories during the translation.

n_pause_geq_N,
len_pause_geq_N

Number and length of pauses longer than 300ms and 1000ms during the translation.

num_annotations

Number of times the translator focused the target sentence texbox during the session.

n_insert, n_delete,
n_substitute, n_shift,
tot_shifted_words,
tot_edits, hter

cer

Granular editing metrics and overall HTER computed using the Tercom library.

Character-level HTER score computed between the MT and post-edited outputs.

bleu, chrf

Sentence-level BLEU and ChrF scores between MT and post-edited fields computed using
the SacreBLEU library with default parameters.

time_per_char,
key_per_char,
words_per_hour,
words_per_minute

Edit time per source character, expressed in seconds. Proportion of keys per character
needed to perform the translation. Amount of source words translated or post-edited per
hour/minute

subject_visit_order

Id denoting the order in which the translator accessed documents in the interface.

Table 9: Description of the main fields associated to every DivEMT data entry. An entry correspond to a translation
in a specific modality (HT, PE; or PE,) for one of the six target languages

we present the identifiers of the sentences that were
filtered out during this process. E.g. 54.1 means
the first sentence of document 54, having item_id
equal to flores101-main-541 in the dataset. Note
that the sentences were outliers only for 2/6 lan-
guages and were all different, indicating no sys-
tematic issues in the sample: ARA: 54.1, 100.3,
VIE: 3.1, 3.2, 24.3, 28.4, 33.1, 33.2, 40.3, 41.2,
50.3, 100.1, 102.1, 106.1, 107.2, 107.4. The 17
sentences were removed for all modalities and lan-
guages in the analysis of Section 4 to preserve the
validity of our comparison, representing a loss of
roughly 4% of the total available data, a tolerable
amount for our analysis.

Fields Description Table 9 presents the set of
fields that were collected for every entry of the
DivEMT dataset. The fields related to keystrokes,
times, pauses, annotations and visit order were ex-
tracted from the event log of PET .per files, while
edits information and other MT quality metrics
were computed in a second moment with the help
of widely-used libraries.

Additional Notes on PET The PET platform
was modified to enable a correct right-to-left lan-
guage visualization, which was necessary for Ara-
bic.

E Other Measurements

CharacTER Across Systems and Languages
While HTER is a standard metric adopted both
in academic and industrial settings, we also evalu-
ated its character-level variant CharacTER (Wang
et al., 2016) to assess whether it could better ac-
count for the editing process of morphologically
rich languages. Figure 7 presents the CharacTER
results. When comparing this plot to the HTER one
(Figure 3), we notice that CharacTER preserves the
overall trends, but slightly improves the edit rate
for Arabic and Turkish with respect to other lan-
guages. Nevertheless, we find HTER to correlate
slightly better with productivity scores across all
tested languages, both at a sentence and at a docu-
ment level. For this reason, word-level results are
reported in the article’s main body.
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Figure 6: Top: Distribution for the availability of doc-
uments selected for DivEMT in languages other than
English. Bottom: Quantity of selected documents per
number of available translations of Wikipedia.

Automatic Evaluation of NMT Systems The
selection of systems used in this study was driven
by a broader evaluation procedure covering more
models, metrics and target languages. Table 10
presents the overall results of our evaluation. We
use HuggingFace’s Transformers library (Wolf
et al., 2020) for all neural models, using the de-
fault decoding settings without further fine-tuning.
All metrics were computed using the default set-
tings of SacreBLEU (Post, 2018) and Comet (Rei
et al., 2020).

Inter-subject Variability in Translation Times
Although the variability across different subjects
working on the same language directions is not
the main concern of our investigation, we produce
Figure 8 (an expanded version of Figure 2) to vi-
sualize the inter-subject variability for translation
times. We observe that the variability across differ-
ent translators is more pronounced when translating
from scratch and that the overall trend of speed im-
provements associated with PE is mostly preserved
(with few exceptions related to the PEs modality).

F Full DivEMT Examples

Tables 11 and 12 present two full examples of Di-
vEMT entries, including all output modalities, in-
termediate MT outputs, post-edits and edit high-
lights for all target languages.

ES Arabic E5 Dutch ES Italian 3 Turkish [8 Ukrain. [l Vietnam.

1 N . ° e o o o

0.9 . o 8 i
MBART-50 (PE2)

0.8 i i
e 0.7
=
g 0.6
& 05
&
004

0.3
0.2

0.1

Google Translate (PE1)

Figure 7: Character-level Human-targeted Transla-
tion Edit Rate (CharacTER) for Google Translate and
mBART-50 post-editing across available languages.

G Model Description and Feature
Significance

Linear Mixed Effects models (LMER) are used for
regression analyses involving dependent data, such
as longitudinal studies with multiple observations
per subject. Given the variables of Table 9, our final
model to predict translation time has the following
formulation:

edit_time ~ src_len_chr + lang_id * task_type
+ (1]subject_id)
+ (1 | document_id/item_id)

+ (0 + task_type | document_id/item_id)

We log-transform the dependent variable, edit time
in seconds, given its long right tail. The models are
built by adding one element at a time, and checking
whether such addition leads to a significantly better
model with AIC (i.e. if the score gets reduced by
at least 2). We fit the models using ML when com-
paring models that differ in the fixed structure, and
REML when they differ in the random structure.
We start with an initial model that just includes
the two random intercepts (by-translator and by-
segment) and proceed by (i) finding significance
for nested document/segment random effect; (ii)
adding fixed predictors one by one; (iii) adding in-
teractions between fixed predictors; and (iv) adding
the random slopes.

From this sequential procedure, we obtain the
resulting model. When checking the homoscedas-
ticity and normality of residuals assumptions (Fig-
ures 9 and 10), we find the latter is not fulfilled.
Consequently, we remove data points for which ob-
servations deviate by more than 2.5 standard devia-
tions from the predicted value by the model (2.4%
of the data) and refit the best model on this subset,

7811



Modality
$ From Scratch (HT) * Google Translate (PE1) * mMBART-50 (PE2)
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21- o
[ ]
[ ]
18-
o
L]
15-
° °
]
12- —
9- ° H o
o o $ °
° $ ° [ ]
6- ) s S o
° ° e 8 ;
(]
) i T = T
0-
Italian Turkish
21-
z 18- !
T
$ 15- . + ¢
) [ ]
£12- . ¢ - . .
o o ° H =
7] ° o °
@ 9- 8 o o
- o $
0 6- o o o ()
-
0-
Ukrainian Vietnamese
21- e * e .
] [ ]
18- s . o
[ ]
15- — ¢ o
12- ° o
I * —
9- ® o ° °
6 - *
3- *
0-
Subject 1 Subject 2 Subject 3 Subject 1 Subject 2 Subject 3
Subject ID

Figure 8: Time per processed source word across languages, subjects and translation modalities, measured in
seconds. Each point represents a document containing 3—5 sentences translated by a subject in one of the languages,
with higher scores representing slower editing.
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System BLEU chrF2 TER chrF2++ COMET
M2M100 19.2 50.9 69.2 47 0.417
Arabic MarianNMT 22.7 54.2 64.7 50.4 0.483
mBART-50 17 48.5 69.1 44.8 0.452
GTrans 34.1 65.6 52.8 61.9 0.737
M2M100 21.3 52.9 66.1 49.8 0.405
MarianNMT 25 56.9 62.5 53.8 0.543
Dutch mBART-50 22.6 53.9 63.7 50.9 0.532
DeepL 28.7 59.5 59.5 56.6 0.67
GTrans 29.1 60 58.5 57.1 0.667
M2M100 35.9 63.1 473 60.8 0.614
Indonesian MarianNMT 38.5 65.6 46.5 63.3 0.671
mBART-50 35.9 63.3 47.7 61.1 0.706
GTrans 51.5 73.6 34.5 71.9 0.894
M2M100 23.6 53.9 63.2 51 0.51
MarianNMT 27.5 57.6 58.9 54.8 0.642
Italian mBART-50 24.4 54.7 61.2 51.8 0.648
DeepL 33 61 54 58.5 0.795
GTrans 32.8 61.4 53.6 58.8 0.781
M2M100 24.5 32.2 123.3 26 0.389
Japanese mBART 27.1 354 123 28.3 0.538
DeepL 41.3 46.8 108 37 0.75
GTrans 38.4 44.7 101.5 33.9 0.683
M2M100 16.1 46.5 74.2 43.1 0.486
MarianNMT 19.3 49.9 70.5 46.6 0.648
Polish mBART-50 17.4 48.2 72.4 449 0.603
DeepL 24 54.3 66.4 51.1 0.832
GTrans 24.4 54.6 64.6 514 0.804
M2M100 22.5 51.1 65.6 48.1 0.427
MarianNMT 254 53.5 64.3 50.7 0.537
Russian mBART 24.8 52.6 63.7 49.7 0.541
DeepL 35.9 61.8 53.3 59.3 0.79
GTrans 33 60.5 55.2 57.7 0.731
M2M100 20.3 53.9 65.2 50.1 0.686
Turkish MarianNMT 26.3 59.8 58.8 55.8 0.881
mBART-50 18.8 52.7 67.5 48.7 0.755
GTrans 35 65.5 50.4 62.2 1
M2M100 21.9 51.4 65.8 48.3 0.463
Ukrainian MarianNMT 20 48.8 69.2 45.7 0.427
mBART-50 21.9 50.7 67.9 47.7 0.587
GTrans 31.1 59.8 55.9 56.8 0.758
M2M100 33.3 52.3 52.4 52.1 0.43
Vietnamese MarianNMT 26.7 45.7 60.2 45.6 0.117
mBART-50 34.7 54 50.7 53.8 0.608
GTrans 45.1 61.9 41.8 61.9 0.724

Table 10: Automatic MT quality of all evaluated NMT systems on all tested languages in the English-to-XX
setting, using the FLORES-101 full devtest for evaluation. Besides mBART-50 and Google Translate (GTrans),
we also evaluate a set of bilingual Transformer-based NMT models trained with MarianNMT (Tiedemann and
Thottingal, 2020), the DeepL industrial MT system and the multilingual M2M-100 418M model (Fan et al., 2021).
Overall best performance per language is highlighted in bold, best open-source system performance per language

is underlined.

in order to find out whether any of the effects were
due to these outliers. The resulting trends do not
change significantly in this final model, in which
residuals are normally distributed. As a final sanity
check, in Table 13 we measure the effect of sub-
ject identity on edit times and find no systematic

patterns across languages.
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ENGLISH

Inland waterways can be a good theme to base a holiday around.

ARABIC
HT e flas blosd 1 Lls &l L1 Sl al) 0655 of oK

MT: e las LBY 1l Bgoge alalll &5UN o1l o685 of (KLe

PE .
" pE: W s LBY s s 1l LU oLl 05 of Ka
MT: Us> dllas LBY Ui Byoge tlslil Luyad] ol §4S5 of (Ko
PE : . 2
pp: Wer s slad) e O gl &5UL olall o5
DuTcCH

HT  Binnenlandse waterwegen kunnen een goed thema zijn voor een vakantie.

MT: De binnenwateren kunnen een goed thema zijn om een vakantie omheen te baseren .

PE,
PE: Binnenwateren kunnen een goede vakantiebestemming zijn .
PE MT: Binnenwaterwegen kunnen een goed thema zijn om een vakantie rond te zetten .
2 . .. . .
PE: Binnenwaterwegen kunnen een goed thema zijn om een vakantie rond te organiseren .
ITALIAN

HT  Icorsi d’acqua dell’entroterra possono essere un ottimo punto di partenza da cui organizzare una vacanza.

MT: Trasporto fluviale puo essere un buon tema per basare una vacanza in giro .

PE,
PE: Icanalidi navigazione interna possono essere un ottimo motivo per cui intraprendere una vacanza .
PE MT: I corsi d’acqua interni possono essere un buon tema per fondare una vacanza.
2
PE: I corsi d’acqua interni possono essere un buon tema su cui basare una vacanza.
TURKISH

HT  i¢ bolgelerdeki su yollari, tatil plani icin iyi bir tema olabilir.

MT: i su yollari, bir tatili temel almak igin iyi bir tema olabilir.

PE .
' PE: I¢ su yollar, bir tatil plan1 yapmak i¢in iyi bir tema olabilir.
PE MT: i¢ suyollari, tatil icin uygun bir tema olabilir.
2 .
PE: I¢ sular tatil icin uygun bir tema olabilir.
UKRAINIAN

HT  Moskna crutaHyBaTH BUXi/HI, B3sIBIIN 33 OCHOBY IIOJ0POK BHYTPIIIHIMU BOAHUMH IILISIXaMHU.

MT: BayTpimrai BoJHI NIJISXH MOXKYTb CTATH MapPHOIO TEMOIO JJIsi BiJIIIOYUHKY HaBKOJIO .

PE;
PE: BuyTpimni BogHi muisxu MOXKYTb CTATHA TAPHOIO TEMOIO JJjIs TPOBEIEHHS BUXITHUX .
PE MT: Bopsxi nursaxu MOXKyTh OyTH XopomuM 00 '€éKTOM s 0a3yBaHHS BiAIOYMHKY HABKOJIO .
2
PE: Micuesictb HABKOJIO BHYTPINIHIX BOJHUX NIISXIB MOXKE OyTun TapHUM BHOOPOM JUTS
Oprasizaliil BiIIIOYHHKY.
VIETNAMESE

HT  Du lich trén séng c6 thé 1a mot Iua chon phit hgp cho ky nghi.

MT: Pudng thiiy noi dia c6 thé 1a mot chii && hay d€ tao cosé cho mdt ky nghixung quanh .

PE;
PE: Dudng thiy noi dia c6 thé 1a mot y tudng hay dé 1ap ké hoach cho ky nghi.
pp, MT: Cidc tuyén nuéc  ndidia c6 thé 1a mot chi dé tot  dé xay dung mot ki nghi.
2

PE: Du lich bing duong thily ndi dia 1a mot y tudng nghi dudng khong tdi.

Table 11: An example sentence (81.1) from the DivEMT corpus, with the English source and all output modali-
ties for all target languages, including intermediate machine translations (MT) and subsequent post-editings (PE).
Colors denote insertions , deletions , substitutions and shifts computed with Tercom (Snover et al., 2006).
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ENGLISH

The Internet combines elements of both mass and interpersonal communication.

ARABIC
HT e o b deasally Ll JLaVl Play ole O q;ucy‘cﬁg

s o=l sasled | LYl e oy oYl e

PE
! pp. o=l sl JLail olie Oy oY1 medt
M. s oy plod] oyl aolie med” 2]
PE; pE; oo Jelidly plod ] Jlydl olie il Kt madt
DutcH

HT  Het internet combineert elementen van zowel massa- en intermenselijke communicatie.

MT: Het internet combineert elementen van zowel massa- als interpersoonlijke communicatie.

P PE: Het internet combineert elementen van zowel massa- als interpersoonlijke communicatie.
PE, MT: Het internet combineert elementen van massa- en interpersoonlijke communicatie.

PE: Het internet combineert elementen van massa- en interpersoonlijke communicatie.
ITALIAN

HT  Internet combina elementi di comunicazione sia di massa sia interpersonale.

MT: Internet combina elementi di comunicazione di massa e interpersonali .

PE,
PE: Internet combina elementi di comunicazione di massa e interpersonale .
PE MT: Internet combina elementi di comunicazione di massa e interpersonale.
2
PE: Internet combina elementi di comunicazione di massa e interpersonale.
TURKISH

HT  Internet hem kitlesel hem de bireysel iletisim 6gelerini birlestiriyor.

MT: Internet, hem kitle hem de kisiler aras1 iletisimin unsurlarim birlestirir.

PEs PE: Internet, hem Kkitleler hem de kisiler aras iletisimin unsurlarin birlestirir.
PE, MT: Internet hem kitlesel hem de kisisel iletisim unsurlarim birlestiriyor.

PE: Internet hem kitlesel hem de kisisel iletisim unsurlarini birlestiriyor.
UKRAINIAN

HT B inrepneri NO€IHYIOTHCS €JIEMEHTH IPYIIOBOIO CIIJIKYBaHHS Ta OCOOMCTOrO CINJIKYBAaHHSI.

MT: Iurepuer noeHye B co0i €IeMEHTH SIK MacOBOI'O, TaK i Mi?KOCOOHCTICHOTO CIIIKYBaHHSI.

PE;
PE: Iuteprer moennye B cobi eleMEHTH SIK MaCOBOTO, TaK i Mi?>KOCOOHUCTICHOTO CIIJIKYBaHHSI.
PE MT: [urepuer 00 ’efHye $IK MACOBY , TaK 1 MIiXKJIIOJICHKY KOMYHIKAIIIIO.
2
PE: Iuteprer mnoezmmye B cobi eleMeHTH sIK TPYIOBOI , TaK i 0coOMCTOI KOMYyHIKAILI.
VIETNAMESE

HT  Internet 12 noi tdng hop cic yéu tb clia ca phuong tién truyén thong dai ching va giao tiép lién c4 nhén.

PE MT: Internet két hop céc yéu t6 clia cd giao tiép dai ching va giao tiép gilta cac c nhan.
1

PE: Internet két hop cac yéu tb clia ca truyén thong dai chiing va giao tiép giita cic ca nhan.

pg, MT: Internet két hop nhitng yéu t6 clia su giao tiép quan chiing va giao tiép  gilta ngudi vdi ngudi .
2

PE: Internet két hop nhitng yéu t6 clia ca viéc giao tiép dai ching va giao tiép cd nhan .

Table 12: An example sentence (29.2) from the DivEMT corpus, with the English source and all output modali-
ties for all target languages, including intermediate machine translations (MT) and subsequent post-editings (PE).
Colors denote insertions , deletions , substitutions and shifts computed with Tercom (Snover et al., 2006).
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Figure 9: Residuals of the final LMER model, used to
verify the heteroscedasticity assumption.
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Figure 10: Quantile-quantile plot before and after the
removal of outliers when fitting the LMER model, used
to verify the normality assumption.

Subject  Coefficient

ara_t1 0.281
ara_t2 -0.384
ara_t3 -0.103
nld_t1 0.001
nld_t2 -0.459
nld_t3 0.458
ita_t1 0.086
ita_t4 0.350
ita_t5 -0.436
tur_t1 -0.381
tur_t2 0.272
tur_t3 0.109
ukr_t1 0.077
ukr_t2 0.314
ukr_t3 -0.391
vie_t1 0.012
vie_t2 0.176
vie_t3 -0.188

Table 13: Coefficients of the random intercept related
to the subject_id variable, representing the identity
of the translator performing the translation.
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