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Abstract

Masked language models like BERT can per-
form text classification in a zero-shot fashion by
reformulating downstream tasks as text infill-
ing. However, this approach is highly sensitive
to the template used to prompt the model, yet
practitioners are blind when designing them
in strict zero-shot settings. In this paper, we
propose an alternative mining-based approach
for zero-shot learning. Instead of prompting
language models, we use regular expressions
to mine labeled examples' from unlabeled cor-
pora, which can optionally be filtered through
prompting, and used to finetune a pretrained
model. Our method is more flexible and inter-
pretable than prompting, and outperforms it on
a wide range of tasks when using comparable
templates. Our results suggest that the success
of prompting can partly be explained by the
model being exposed to similar examples dur-
ing pretraining, which can be directly retrieved
through regular expressions.

1 Introduction

Recent work has obtained strong zero-shot results
by prompting language models (Brown et al., 2020;
Chowdhery et al., 2022). As formalized by Schick
and Schiitze (2021a), the core idea is to reformulate
text classification as language modeling using a
pattern and a verbalizer. Given the input space X,
the output space C and the space of possible strings
V*, the pattern ¢ : X — V™ maps each input into a
string with a masked span, whereas the verbalizer
v : C — V* maps each label into a string. A
language model can then be used for zero-shot
classification by picking the most likely completion
for the masked text arg max . p(v(c) | t(z)).? In

'We use ‘labeled examples’ throughout the paper to denote
the examples that match regex-based patterns of different
labels. They are weakly-supervised and can be noisy.

2We focus on masked language models, and allow multi-
token verbalizers through autoregressive decoding (see §3).
Left-to-right language models also fit the framework by plac-
ing the mask at the end or scoring the full populated prompt.

Text Corpus

1 Mining: match pattern and extract { INPUT}

Task Description

pattern:  (is|was) {VERBALIZER}. {INPUT}
verbalizer: good [ bad

... it. The film is good.|The actor played well.

+ -—
The actor played well. It was not funny at all. III
2 Filter with zero-shot prompting
It was too scary. | Itis [mask]. - MLM B discard
A} 7
" "Label mismatch?
+ —
The actor played well. It was not funny at all. Il

3 Finetune a pretrained model on the mined dataset

Figure 1: Proposed method. 1) We mine labeled ex-
amples from a text corpus with regex-based patterns.
2) Optionally, we filter examples for which zero-shot
prompting predicts a different label. 3) We finetune a
pretrained language model with a classification head.

few-shot settings, better results can be obtained by
prepending a few labeled examples (Brown et al.,
2020), or using them in some form of fine-tuning
(Schick and Schiitze, 2021a; Gao et al., 2021).

However, prompting is known to be sensitive to
the choice of the pattern and the verbalizer, yet prac-
titioners are blind when designing them in true zero-
shot settings (Jiang et al., 2020; Perez et al., 2021).
Connected to that, subtle phenomena like the sur-
face form competition (Holtzman et al., 2021) have
a large impact on performance. Recent work has
tried to mitigate these issues through calibration
(Zhao et al., 2021), prompt combination (Schick
and Schiitze, 2021a; Lester et al., 2021; Zhou et al.,
2022) or automatic prompt generation (Shin et al.,
2020; Gao et al., 2021). At the same time, there
is still not a principled understanding of how lan-
guage models become few-shot learners, with re-
cent work analyzing the role of the pretraining data
(Chan et al., 2022) or the input-output mapping of
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Task Prompting pattern

Mining pattern

Sentiment {INPUT}. It was {VERBALIZER}.
Topic class.  {INPUT}. It is about {VERBALIZER}.
NLI {INPUT:HYP} {VERBALIZER}, {INPUT:PREM}

(is|was) {VERBALIZER}x. {INPUT}
{VERBALIZER}*. {INPUT}
{INPUT:HYP} {VERBALIZER}, {INPUT:PREM}

Table 1: Patterns. { VERBALIZER} is replaced with the verbalizers in Table 2. For mining, *. captures everything
up to a sentence boundary, and {INPUT}, {INPUT:HYP} and { INPUT: PREM} capture a single sentence.

Task Lbl  Verbalizers
Sent Pos.  good, great, awesome, incredible
" Neg. bad, awful, terrible, horrible
Ent.  Yes, Therefore, Thus, Accordingly,
Hence, For this reason
NLI Con. No, However, But, On the contrary,

In contrast
Neu. Maybe, Also, Furthermore, Secondly,
Additionally, Moreover, In addition

Table 2: Verbalizers for sentiment classification and
NLI. See Table 9 for verbalizers used in topic classifica-
tion. When using a single verbalizer, we choose the one
underlined. Multi-token verbalizers are in italic. Lbl:
label, Ent./Con./Neu: entailment, contradiction, neutral.

in-context demonstrations (Min et al., 2022).

In this paper, we propose an alternative approach
to zero-shot learning that is more flexible and inter-
pretable than prompting, while obtaining stronger
results in our experiments. Similar to prompting,
our method requires a pretrained language model,
pattern, and verbalizer, in addition to an unlabeled
corpus (e.g., the one used for pretraining). As il-
lustrated in Figure 1, our approach works by using
the pattern and verbalizer to mine labeled examples
from the corpus through regular expressions, and
leveraging them as supervision to finetune the pre-
trained language model. This allows to naturally
combine multiple patterns and verbalizers for each
task, while providing a signal to interactively de-
sign them by looking at the mined examples. In
addition, we show that better results are obtained
by filtering the mined examples through prompting.

Experiments in sentiment analysis, topic
classification and natural language inference (NLI)
confirm the effectiveness of our approach, which
outperforms prompting by a large margin when
using the exact same verbalizers and comparable
patterns. Our results offer a new perspective on
how language models can perform downstream
tasks in a zero-shot fashion, showing that similar
examples often exist in the pretraining corpus,
which can be directly retrieved through simple

extraction patterns.

2 Proposed Method

As shown in Figure 1, our method has three steps:

Mine. We first use the pattern and a set of verbal-
izers to extract labeled examples from the corpus.
To that end, we define patterns that are filled with
verbalizers and expanded into regular expressions.
For instance, the pattern and verbalizer in Figure 1
would extract every sentence following “is good.”
or “was good.” as an example of the positive class,
and every sentence following “is bad.” or “was
bad.” as an example of the negative class. In prac-
tice, the patterns that we define are comparable to
the ones used for prompting, and the verbalizers
are exactly the same (see Tables 1 and 2). Ap-
pendix A gives more details on how we expand
patterns into regular expressions. While prior work
in prompting typically uses a single verbalizer per
class, our approach allows to naturally combine
examples mined through multiple verbalizers in a
single dataset. So as to mitigate class imbalance
and keep the mined dataset to a reasonable size, we
mine a maximum of 40k examples per class after
balancing across the different verbalizers.

Filter. As an optional second step, we explore
automatically removing noisy examples from the
mined data. To that end, we classify the mined
examples using zero-shot prompting, and remove
examples for which the predicted and the mined
label do not match. This filtering step is reliant on
the performance of prompting, and we only remove
10% of the mismatching examples for which zero-
shot prompting is the most confident.

Finetune. Finally, we use the mined dataset to
finetune a pretrained language model in the stan-
dard supervised fashion (Devlin et al., 2019), learn-
ing a new classification head.

3 Experimental Settings

Tasks. We evaluate on three types of tasks: bi-
nary sentiment analysis on Amazon (Zhang et al.,
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Sentiment analysis

Topic class. NLI

avg

amz imd mr sst ylp agn dbp yah mnl qnl rte snl
Full-shot  Fine-tuning 97.1 957 88.8 944 950 951 993 768 785 92.6 67.6 90.5 893
Prompting 81.5 784 71.1 774 819 340 364 282 47.1 50.8 523 39.6 56.6
Zero-shot w/ multi verb. 835 81.8 783 819 83.1 54.6 51.1 341 465 58.2 614 441 632
Proposed method  92.0 86.7 80.5 85.6 92.0 79.2 80.4 56.1 504 532 62.6 46.0 72.0

Table 3: Main results (accuracy). All systems are based on RoBERTa-base, and all zero-shot systems use
comparable patterns (see Table 1). We report average accuracy across 3 runs for all systems except prompting. w/
multi verb.: prompting with different sets of verbalizers (Table 9) and averaging the probabilities.

2015), IMDb (Maas et al., 2011), MR (Pang and
Lee, 2005), SST-2 (Socher et al., 2013) and Yelp
(Zhang et al., 2015), ropic classification on AG
News (Zhang et al., 2015), DBPedia (Zhang et al.,
2015) and Yahoo Topics3 (Zhang et al., 2015), and
NLI on MNLI (Williams et al., 2018), QNLI (Ra-
jpurkar et al., 2016), RTE (Dagan et al., 2005;
Bar-Haim et al., 2006; Giampiccolo et al., 2007;
Bentivogli et al., 2009) and SNLI (Bowman et al.,
2015). We report accuracy on the test set when
available, falling back to the validation set for SST-
2, MNLI, RTE and QNLI. For all systems involv-
ing fine-tuning, we report the average across 3 runs
with different random seeds. We ran all develop-
ment experiments on SST-2 and AG News without
any exhaustive hyperparameter exploration, and
evaluate the rest of the tasks blindly.

Approaches. We compare the following meth-
ods in our experiments, using RoOBERTa-base (Liu
et al., 2019) as the pretrained model in all cases:

¢ Full-shot fine-tuning: We finetune RoBERTa
on the original training set adding a new clas-
sification head. We train for 3 epochs with a
batch size of 32. All the other hyperparameters
follow Liu et al. (2019). Refer to Appendix B
for more details.

L]

Zero-shot prompting: Standard prompting, de-
scribed in §1. Multi-token verbalizer proba-
bilities are calculated autoregressively, picking
the most likely token at each step (Schick and
Schiitze, 2021c). We report results using both
a single verbalizer per class, as it is common
in prior work, as well as multiple verbalizers
per class, which is more comparable to our ap-
proach. For the latter, we combine the probabil-

3The Yahoo Answers dataset was downloaded by, and
access was limited to, the University of Amsterdam, where all
experiments were carried out.

Prompting Mining

good | bad 78.1 72.0
great | awful 82.3 82.1
awesome [ terrible 82.3 83.9
incredible | horrible 83.1 87.3
combined 81.7 85.4

Table 4: Average sentiment accuracy using different
verbalizers. We report mining results without filtering.
More detailed results are provided in Table 12.

ities of each verbalizer by averaging.*

* Zero-shot mining: Our proposed method, de-
scribed in §2. For the mining step, we use the
first 100 shards from the C4 corpus (Raffel et al.,
2020), which cover 9.8% of the data. For the
filtering step, we use single-verbalizer prompt-
ing to filter 10% of the mislabeled examples.
For the fine-tuning step, we use the same set-
tings as in the full-shot setup, except that we
train for 5,000 steps with a dropout probability
of 0.4.° To mitigate class imbalance, we form
batches by first sampling the class for each in-
stance from the uniform distribution, and then
picking a random example from the mined data
belonging to that class.

Patterns and verbalizers. We use comparable
patterns for prompting and mining with the exact
same verbalizers, which we report in Table 1 and 2.
These were designed without any experiment, sim-
ulating a zero-shot setting. We design our patterns

*We also tried summing or taking the maximum, which
obtained similar results as shown in Appendix C.

SDuring development, we found that high dropout and
early stopping help mitigating model overfitting caused by
the misalignment between the mined and the true distribution.
However, evaluation on all tasks shows mixed results. We
stick to the original setup with high dropout to be faithful to
the rigorous zero-shot scenario, and report additional results
with standard dropout in Appendix C.
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Pattern Verbalizer | avg # Lbl Mined example

Prompting 1 Pos. Do you have an idea of how broad your vocal

{VERBALIZER} stars: {INPUT} 5/1 51.0 range was?

{INPUT} I {VERBALIZER} it. love / hate | 73.1 2 Pos. Once home, we began priming.

{INPUT} It is {VERBALIZER}. good /bad |78.1 3 Neg. People in Wall Street and other financial services

Mining firms should have paid more attention to the data.
4 Neg. I bought this unit, which said it had th

(VERBALIZER} starx. {INPUT} 5/1 721 eg. So I bought this unit, which said it had the same

I {VERBALIZER}*. {INPUT} love / hate | 85.5
(is|was) {VERBALIZER}*. {INPUT} good/bad |72.0

Table 5: Average sentiment accuracy using different
patterns and verbalizers. We report mining results
without filtering (more details are provided in Table 13).

Data Filter Sent. Topic NLI
Supervised - 942 904 823
none 854 715 52.0

Mined prompting 87.4 719 53.0
supervised! 91.4 855 63.8

Table 6: Filtering results (average accuracy). ': uses
mined data for training and another supervised classifier
as the filter. This is not a zero-shot setting and serves as
an upper limit for the results using a perfect filter. More
detailed results are provided in Table 11.

to capture sentences following a verbalizer, rather
than sentences containing the verbalizer, as the re-
sulting dataset would otherwise be trivial (solvable
by detecting the presence of certain words).

4 Results and Analysis

We next discuss our main findings and report addi-
tional results in Appendix C.

Main results. We report our main results in Ta-
ble 3. Our method outperforms prompting by 8.8
points on average, and the improvements are con-
sistent across all tasks.

Effect of patterns and verbalizers. Table 4 re-
ports sentiment results using different verbaliz-
ers. Consistent with prior work, we find that both
prompting and mining are highly sensitive to the
choice of the verbalizer, yet combining them all
roughly matches the results of the best performing
one. As shown in Table 5, using different patterns
has an even larger impact. Interestingly, patterns
and verbalizers that do well with one approach do
not necessarily do well with the other.

Effect of filtering. Table 6 reports additional re-
sults using the full-shot systems for filtering, or not

technical features as the other brand, such as
number of channels etc, and this one performed
amazing!!

Table 7: Mined examples for sentiment analysis. See
more examples in Table 17 and mined NLI examples in
Table 18.

using any filtering at all. We find that prompting-
based filtering brings modest but consistent im-
provements across all types of tasks. We compare
this to filtering out all examples with mismatching
labels with the full-shot model, which results in
much larger gains and approaches the performance
of the fully supervised system for sentiment and
topic classification tasks. This can be seen as an
upper-limit of what could be reached with perfect
filtering, which leaves ample room to improve our
approach focusing on the filtering step alone.

Qualitative analysis. We manually assessed 20
mined examples for sentiment analysis and report
some representative instances in Table 7. We find
that the mined data covers many domains like fi-
nance and technology. Most examples are correct
(#1, #3), but there are also instances with wrong
labels (#4). In addition, we find that 40% of an-
alyzed examples show weak or neutral sentiment
(#2). The impact of such irrelevant examples is
unclear and worth of future study.

5 Related work

Recent work in zero-shot learning has explored
a similar generate-filter-finetune approach, but
using large language models instead of mining to
generate training data (Schick and Schiitze, 2021b;
Liu et al., 2022; Meng et al., 2022; Ye et al., 2022).
Mining-based approaches have a long tradition
in information extraction (Riloff, 1996; Riloff and
Jones, 1999). However, to the best of our knowl-
edge, we are the first to apply them for zero-shot
learning as an alternative to prompting. Instead of
mining examples for the target task, Bansal et al.
(2020) define task-agnostic pretraining objectives
on unlabeled corpora. Closer to our work, Meng
et al. (2020) mask label-indicative words in an
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unlabeled corpus, and train a model to predict
their corresponding label. Concurrent to our work,
Han and Tsvetkov (2022) try locating a subset
of the pretraining data that supports prompting
in specific tasks. Finally, Razeghi et al. (2022)
show a strong correlation between performance on
specific instances and the frequency of terms from
those instances in the pretraining data.

6 Conclusions

In this work, we have shown that mining-based
zero-shot learning outperforms prompting. More-
over, our approach shows headroom for further im-
provement by exploring filtering techniques. The
flexibility of our approach enables additional direc-
tions like domain filtering, bootstrapping, and inter-
active pattern/verbalizer design, where practition-
ers would inspect a few mined examples and refine
their patterns until they are satisfied. In addition,
our methods can serve as a partial explanation for
why prompting works, showing that task-relevant
examples are often present in the pretraining corpus
in an explicit form, to the extent that they can be
directly mined through simple regular expressions.
Nevertheless, we believe that there can be other fac-
tors involved, as evidenced by the best patterns and
verbalizers being different for mining and prompt-
ing, and we believe that delving deeper into the
relation between pretraining data and prompting
performance is an interesting future direction.

Limitations

Developing zero-shot methods in a rigorous man-
ner is challenging: the strict zero-shot scenario
does not allow using annotated data except for the
final evaluation, yet it is difficult to make devel-
opment decisions without any signal. We decided
to use AG News and SST-2 during development
without any exhaustive hyperparameter exploration,
and evaluate blindly in the rest of the tasks. At the
same time, we designed all patterns and verbalizers
without any experiment, based solely on our own
intuition. We believe that the comparison between
prompting and mining is fair as we used compa-
rable patterns with the exact same verbalizers and
pretrained model. However, it is possible that our
patterns, verbalizers and/or hyperparameters are
suboptimal, and better results could be obtained
with either prompting or mining using other con-
figurations.

An important limitation of our approach is that it

can be difficult to design extraction patterns for cer-
tain tasks like multiple choice questions. However,
prompting is known to suffer from a similar limi-
tation, with certain tasks like WiC being difficult
to formulate as language modeling and obtaining
random chance performance (Brown et al., 2020).

Different from prompting, our approach requires
an intermediate step after pretraining to mine data
and finetune the model, which takes 2-7 hours using
a single Nvidia Titan RTX GPU and 4 Intel Xeon
CPUs. However, inference cost is similar or even
faster than prompting, as our approach does not
incur on any overhead for multi-token and multi-
verbalizer setups.
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A Pattern expansion for mining

For each class, examples are mined by filling in
the pattern with the verbalizer and extracting sen-
tences that match the filled-in pattern. The process
of expanding the patterns into regular expressions
is as follows. First, we replace { VERBALIZER} with
a capturing group containing all verbalizers sepa-
rated by the alternation operator |. For example,
the verbalizer good, great, awesome is expanded
into (good|great|awesome). Finally, we replace
the keywords described in Table 8 with the cor-
responding regular expressions. The result is a
regular expression containing capturing groups for
extracting sentences in a case-insensitive fashion.

Note that we use a simplistic sentence definition
in order to keep the regex manageable. Since we
assume that a period always ends a sentence, this
mistakenly interprets abbreviations as multiple sen-
tences (e.g., “U.S.A.” contains 3 sentences). To
address this, we filter out mined sentences shorter
than 4 characters.

B Additional experimental details

Patterns and verbalizers. For each category of
tasks we use the same mining pattern, as shown
in Table 1. The complete list of verbalizers for
each task is given in Table 9. Tasks with the same
classes share the same verbalizers. This means that
all sentiment and NLI tasks have the same verbal-
izers. Each topic classification task, however, has a
unique set of verbalizers. Note that while SNLI and
MNLI (3-way NLI) have the same verbalizers as
RTE and QNLI (2-way NLI), the mined datasets do
differ since 2-way NLI does not include a neutral
class.

Hyperparameters. Table 10 shows the hyperpa-
rameters used for finetuning the RoBERTa-base
model. All the other hyperparameters and classi-
fication head architecture follow Liu et al. (2019).
We have two fine-tuning configurations, one for
fine-tuning in the full-shot setting and one for zero-
shot fine-tuning on the mined dataset. These con-
figurations differ only in the maximum number of
steps, dropout rate and batch sampler.

Datasets. We use Huggingface (Lhoest et al.,
2021) for loading all evaluation datasets without
any additional processing, except for MR which
is detokenized using Moses scripts. We evaluate
on the test set, falling back to the validation set for
SST-2, MNLI, RTE and QNLI.

Keyword Regex

{VERBALIZER} Replaced with the verbalizer

* regex: [*.!1?7]x?
Greedily matches non-sentence-
ending characters

{INPUT} regex: ([*.1?2]1+[.12]+)

Matches a single sentence, extracted
with the key “INPUT”

Table 8: Keywords that compile into regular expres-
sions. These keywords are used in the mining patterns
and verbalizers.

C Additional results

Complete results for full-shot, prompting and min-
ing are combined in Table 11. Results showing the
effect of pattern and verbalizer choice on binary
sentiment classification are presented in Table 12
and Table 13, respectively.

As explained in the main text, development ex-
periments were only conducted on AGNews and
SST-2. On these tasks, we found that high regular-
ization partially mitigates overfitting caused by the
misalignment between the mined dataset and real
dataset. However, this high regularization shows
mixed results for non-development tasks. For full
transparency, we compare these performance differ-
ences in Table 14, but, in the main text, we stick to
the original setup with high dropout to be faithful
to the rigorous zero-shot scenario.

For multi-verbalizer prompting, we combine the
probabilities of each verbalizer with an aggregation
function. Results for using the average, the max
and the sum are shown in Table 15.

In Table 16 we show the agreement between
the mined labels and the labels according to the
filtering method, which in our experiments is ei-
ther a full-shot finetuned model or single-verbalizer
prompting.

Table 17 and Table 18 show a random sample
of examples from the mined training dataset for
respectively binary sentiment analysis and NLI. In
the main text, Table 7 shows a representative se-
lection of examples for sentiment analysis. These
examples were manually picked from the random
sample in Table 17.
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Task Class Verbalizers
Sentiment Positi\_/e good, great, awesome, igcredible
Negative bad, awful, terrible, horrible
World world, foreign, global, Asia, Europe, China
AGN Sports sports, football, basketball, tennis, soccer, baseball
ews . - .
Business business, stock, financial, profit, economy, finance
Sci/Tech technology, science, research, chemical, iPhone, smartphone
Company company, business, manufacturer, operates in
Educational institution school, college, education, university
Artist artist, writer, song, composer
Athlete sports, runner, basketball, football
Office holder politics, president, Senate, politician
Mean of transportation bus, bike, car, train, ship, plane, aircraft
DBPedia Building bpilding, ofﬁqe, house, monument
Natural place river, forest hill, nature
Village town, village, small population, small town
Animal animal, species, horse, dog, pet, habitat
Plant plant, leaf, flower, herb
Album album,recording, record company
Film film, movie, actor, actress
Written work written, book, novel, poem
Society & Culture culture, holiday, society
Science & Mathematics  science, technology, math, research
Health health, body, exercise, stress relieve
Education & Reference  school, college, education, university
Computers & Internet computer, internet, keyboard, software
Sports sports, football, basketball, game
Yahoo Busine§s & Finance . business, §t0ck, ﬁnangial, profit
Entertainment & Music  film, movie, actor, writer
Family & Relationships  love, family, father, mother
Politics & Government  politics, president, Senate, politician
Entailment Yes, Therefore, Thus, Accordingly, Hence, For this reason
NLI Contradiction No, However, But, On the contrary, In contrast
Neutral Maybe, Also, Furthermore, Secondly, Additionally, Moreover, In addition

Table 9: Verbalizers. When using a single verbalizer we choose the one underlined. In the multi-verbalizer setting
we use all listed verbalizers. Sentiment includes Amazon, IMDB, MR, SST-2 and Yelp; NLI includes MNLI, QNLI,
RTE and SNLI. Multi-token verbalizers are italic.

Parameter full-shot zero-shot

Model RoBERTa-base (123M) RoBERTa-base (123M)

Model selection last last

Batch size 32 32

Optimizer adam adam

Learning rate 1.00e-05 1.00e-05

LR schedule 6% warmup with linear 6% warmup with linear
decay decay

Adam epsilon 1.00e-08 1.00e-08

Adam (1 0.9 0.9

Adam 0.999 0.999

Weight decay 0 0

Classifier dropout 0 0

Attention dropout 0.1 0.1

Hidden dropout 0.1 0.4

Max steps - 5000

Max epochs 3 -

Batch sampler

- inverse class frequency
weighted sampling

Table 10: Hyperparameters for full-shot finetuning and zero-shot finetuning with the mined dataset.
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Full-shot Prompting Mining

fine- single- multi-  single- multi- 4+ filter

maj tuning verb  verb verb verb full-shot zero-shot
Sentiment Analysis
Amazon 50.0  97.1x00 81.5 83.5 71.7+22 90.6:1.7 94.4:02  92.0x0.6
IMDB 50.0  95.7z00 784  81.8 78.2x05 83.0x41 91.6:04 86.7:13
MR 50.0  88.8:0.1 71.1 78.3 70.5+10 77.7+24 86.3x07 80.5:1.0
SST-2 50.9  94.4:02 774 774 77.3214 83.8224 89.5:07 85.6:1.1
Yelp 50.0  95.0z01 81.9 83.1 62.1:23 92.0:22 95.2:06 92.0:15
avg 50.2 942 78.1 81.7 72.0 85.4 91.4 87.4
Topic Classification
AGNews 25.0  95.1x01 34.0 54.6 71.0z07 78.4206 89.5:02 79.2:06
DBPedia 7.1 99.310.0 36.4 51.1 63.7+10 79.8:00 97.1:x03 80.4x04
Yahoo 10.0  76.8:0.1 28.2 34.1 51.7:05 56.3:25 69.8:0.1 56.1:2.1
avg 140 904 329  46.6 62.1 71.5 85.5 71.9
NLI
MNLI 353  78.500 47.1 46.5 48.2:05 49.2:05 65.5:03 50.4104
QNLI 50.5  92.6z0.1 50.8 58.2 51.6203 52.9+12 70.2:11  53.2:06
RTE 527  67.6:14 52.3 61.4 55.0z02 61.1x21 57.8:13 62.6209
SNLI 343 90.5:0.1 39.6 44.1 38.0:07 44.6:09 61.9:28 46.0+1.1
avg 41.6 823 47.5 52.5 48.2 52.0 63.8 53.0
macro avg 386 893 56.6 63.2 61.6 70.8 80.7 72.1

Table 11: Complete results for each task and system. When applicable, results show fine-tuning average
performance and standard deviation over 3 seeds. Full-shot shows the fine-tuning results with the hyperparameters
described in Table 10. Prompting shows the single and multi-verbalizer baseline results. Mining results show single
and multi-verbalizer performance without filtering, in addition to multi-verbalizer performance with full-shot and
zero-shot filtering. Maj: majority baseline

Amazon IMDB MR SST-2  Yelp avg

Prompting
good / bad 81.5 78.4 71.1 77.3 81.9 78.1
great / awful 82.9 82.7 80.8 82.6 82.6 823

awesome / terrible  84.5 82.0 78.3 82.8 84.0 82.3
incredible / horrible 86.6 83.5 78.0 80.0 87.2 83.1

combined 83.5 81.8 78.3 81.9 83.1 81.7
Mining

good / bad 71.7+22  78.2+05 70.5:10 77.3+14 62.1:23 72.0
great / awful 88.4:17  75.7xa0 73.0s25 79.8x21 93.3:05 82.1

awesome / terrible  91.4:06  81.3x14 73.7:16 78.8:1.3 94.3:07 83.9
incredible / horrible 90.5:02  88.1:02 80.5:10 83.5:06 94.0x04 87.3
combined 90.621.7  83.0s41 77.7:24 83.8:24 92.0:22 854

Table 12: Verbalizer comparison for sentiment tasks. For mining, we report average performance and standard
deviation over 3 seeds without filtering.

Pattern Verbalizer \ Amazon IMDB MR SST-2  Yelp avg
Prompting

{VERBALIZER} stars: {INPUT} 571 50.4 50.0 50.0 50.9 53.7 51.0
{INPUT} I {VERBALIZER} it. love / hate | 77.6 733 646 698 803  73.1
{INPUT} It is {VERBALIZER}. good/bad | 81.5 78.4 71.1 77.4 81.9 78.1
Mining

{VERBALIZER} star*. {INPUT} 571 68.7+04  75.4+21 70.8:17 783+24 67.5:53 72.1
i {VERBALIZER}*. {INPUT} love / hate | 88.9:03  84.0:12 79.2:08 84.0:08 91.1:07 85.5
(is|was) {VERBALIZER}*. {INPUT} good/bad |71.7x22 78.2:05 70.5z10 77.3z14 62.1x23 72.0

Table 13: Template comparison. Performance for three different templates on sentiment tasks comparing prompting
and mining without filtering. Additionally, we show standard deviations over three seeds for the mining approach.
The verbalizer column shows the verbalizer for the positive and the negative class, respectively.
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Default dropout High dropout
full-shot zero-shot full-shot zero-shot

Sentiment Analysis

Amazon 95.8200 91.0x04 944202 92.0:06
IMDB 94.4+02 80.1x40  91.6:04 86.7+13
MR 88.0:02  76.5:1.1 86.3:07  80.5:10
SST-2 92.0:05 80.2:16  89.5:07 85.6z1.1
Yelp 96.6:01  94.4x06  95.2:x06 92.0:15
avg 93.3 84.4 914 87.4
Topic Classification

AGNews 90.8:02 77.2:¢10  89.5:02 79.2z06
DBPedia 98.8200 83.9:x04  97.1:03 80.4203
Yahoo 72.9201  56.6524  69.8:01 56.1x21
avg 87.5 72.5 85.5 71.9
NLI

MNLI 77.7+10 529:08  65.5:03 50.4x04
QNLI 77.0:16  57.8209  70.2:11  53.2:x06
RTE 723211 61.4+29  57.8413 62.6x09
SNLI 80.2:02 49.4:10 61.9x28 46.0£1.1
avg 76.8 55.4+04  63.8 53.0
macro avg 86.4 71.8 80.7 72.1

Table 14: Performance with high dropout and default dropout. These results use our proposed mining method +
filtering and compares 2 settings of the hidden layer dropout: the default setting of 0.1 and the high regularization
setting of 0.4, the value that was found most effective during development experiments on AGNews and SST-2.

Averaging Max Sum

Sentiment Analysis

Amazon 83.5 82.7 835
IMDB 81.8 812 82.1
MR 78.3 774 783
SST-2 81.9 81.3 81.9
Yelp 83.1 823 83.1
Topic Classification

AGNews 54.6 534 54.6
DBPedia 51.1 49.1 514
Yahoo 34.1 34.1 341
NLI

MNLI 46.5 464 470
QNLI 58.2 584 574
RTE 61.4 61.7 60.6
SNLI 44.1 42.8 437

Table 15: Results for different probability aggregation functions for multi-verbalizer prompting.
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Full-shot Prompting

Sentiment Analysis

Amazon 68.7 63.6
IMDB 64.5 63.6
MR 66.1 63.6
SST-2 66.7 63.6
Yelp 69.1 63.6
Topic Classification

AGNews 52.3 31.8
DBPedia 25.7 13.4
Yahoo 36.4 222
NLI

MNLI 39.2 42.0
QNLI 52.7 62.2
RTE 50.3 62.2
SNLI 40.8 42.0

Table 16: Label agreement. Percentage of examples for which the mined label is equal to the label predicted by a
full-shot model or by single-verbalizer prompting.

# Mined Label Mined Example

1 Negative So I bought this unit, which said it had the same technical features as the other brand, such as
number of channels etc, and this one performed amazing!!
2 Positive The founders of Clickfunnels have focused not only on creating a great internet site for you yet also
offering you enough expertise and details to act as an informed company person / entrepreneur.
3 Positive Once home, we began priming.
4 Negative While you can ’ t view the content on the second page without either logging in or signing up since
there > s no ‘ x * button, there ’ s a trick involving 3D Touch that can help.
5 Positive That i savored them a long way a great deal more compared to My spouse and i believed i would
certainly.
6  Positive Do you have an idea of how broad your vocal range was?
7  Positive Also recently the lovely Megan Washington modelled for our latest transeasonal collection we just
shot last week.
8  Positive What are 3 things that make you happy?
9 Positive Be devoted to one another in love.
10 Negative An unexpected situation arose with my father requiring help for three to four months.
11 Positive Simply AWESOME!
12 Negative I don’ t disagree with that, however the voices have never been as loud or as many as now about

this topic of “anti TPS ”, that is progress, that is a movement, that is what we need to inspire EA to
finally listen and do something about it.

13 Positive Adverse drug reactions are based on evaluation of data from pre-marketing phase 2-3 studies and
updated based on pooled data from 18 placebo-controlled pre- and post-marketing studies, including
approximately 5,000 patients treated with varenicline.

14 Negative I have the books from last year and have spoke to the college to get this years as they may be
changing to another type.

15  Negative I was down-to-my-core terrified.

16  Negative He didn ’ t win, and our support of him became rather limited when we determined he was not
winning.

17  Positive It was in a four-star hotel in the Boca Raton Resort Bungalows.

18  Positive I wish my preschool was this nice.

19  Negative People in Wall Street and other financial services firms should have paid more attention to the data.

20  Positive I guess I am quite transparent.

Table 17: Random sample of mined examples for sentiment analysis.
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When seniors and their caregivers develop and
enjoy deep friendships, it can bolster feelings of
well-being, happiness and security.

Customer service skills training for staff should in-
clude basic customer service skills of active listen-
ing, how to handle difficult situations, telephone
etiquette, and interpersonal communication tips.
The easy way to remember the arrhythmias most
commonly associated with SSS — is to think of
what one might expect if the SA node became
“sick .

Primarily due to President Obama ’ s historic an-
nouncement, more Americans are visiting Cuba,
making a bad situation worse.

In 1989, Tufts University School of Medicine cre-
ated the Minority High School Tutorial PLUS Pro-
gram to provide local minority / disadvantaged
students with access to medical student tutors.

In fact, regardless of the cost escalations on those
other projects, legislators are doing their job by
showing such prudence here.

Also, this is the root of consciousness, because
consciousness, awareness needs an opposite, a
counterpart, a border, to awake at.

Does Amaryl cause hair loss?

“Golay has got no serious issues.

The point is, it has to go.

Most of the times precisely originating from a
sincere analysis of the weaknesses, the tension
field between opposites and the assembling of
cross-functional teams, through the clash of di-
verse approaches and views, the influence of “ca-
reer changers ” from other fields, and openness to-
wards the new, the unorthodox, the unpredictable.
Beef and poultry safety tips are essential to follow.

One vehicle that is widely chosen is a motorbike
to carry out daily activities.

Storage companies are often located near major
travel routes to make it easier for customers to
access the facility.

Connecting with people about a negative experi-
ence often equates to a positive outcome.

A smile does go a long way!

Accordingly, it is a cultural taboo to affirm, “I am
Love, ” which is our Authentic Self, the Immanent
Divine Essence that we all share.

In these countries, ceramic proppants are used
mainly in wells with higher closure pressures and
other challenging environments.

Given her recent prognosis and the fact that she
DOES drive us mental with her meltdown and
seemingly erratic behaviour sometimes, I really
need to count to 10 and not lose my rag with her
more than I do.

The Best Khao Soi in Chiang Mai, Thailand, is in
a Mall!

it can help to make activities like exercising and
healthy eating more enjoyable.

most of all, it should focus on how to build a
relationship with a student.

there is sinus bradycardia and arrhythmia — si-
nus pauses (which may be longlasting, ultimately
leading to sinus arrest) — and SA nodal block.

for those of you with the ability to book your
Cuban Rent A Car in advance, all the above offi-
cial websites still offer availability at the writing
of this article.

in 1989, Tufts University School of Medicine
received a grant from the National Institutes of
Health (NIH) to start the Minority High School
Research Apprenticeship Program.

when all is said and done, the legislature should
approve the project aimed at repairing and upgrad-
ing seats and improving lighting and drainage at
the facility.

consciousness is a form of pain, originally, defi-
nitely.

the use of Amaryl does not cause hair loss.

he is resorting to such statements for cheap popu-
larity, ” remarked Bhim Dahal, the spokesperson
of ruling Sikkim Democratic Front (SDF).

I’ll be removing a lot of the buttons in favor of
textual links, and will probably replace them with
a single button promoting Firefox.

without diminishing the importance of diversity,
togetherness is what produces the most over-
whelming feeling of success.

an effective and healthy way to lose weight is to
get regular exercise and harmful toxins, as soon
as you have to eat properly.

the matic motor is very easy to operate.

you may see signs for local rental companies in
your area at the side of the motorway, or major
routes near your location.

1’ ve decided to list all the  abnormal ’ things I
do but wouldn ’ t usually talk about.

March 13, coming soon.

the Rishis who wrote the Upanishads realized that
Brahman and Atman — as the Absolute and Self,
respectively — are One, declaring Tat tvam asi *
You are That.

ceramic proppants are the leading proppant type
in the Chinese and Russian markets.

with her reaction to breakfast this morning and
subsequent meltdown, I don’t think I could have
chosen a more difficult resolution...

I said it ... the best Khao Soi in Chiang Mai,
Thailand, is in Central Airport Plaza Mall.

Table 18: Random sample of mined examples for NLI.
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