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Abstract

With the recent advance in large pre-trained
language models, researchers have achieved
record performances in NLP tasks that mostly
focus on language pattern matching. The com-
munity is experiencing the shift of the chal-
lenge from how to model language to the im-
itation of complex reasoning abilities like hu-
man beings. In this work, we investigate the
application domain of finance that involves real-
world, complex numerical reasoning. We pro-
pose a new large-scale dataset, CONVFINQA,
aiming to study the chain of numerical reason-
ing in conversational question answering. Our
dataset poses great challenge in modeling long-
range, complex numerical reasoning paths in
real-world conversations. We conduct compre-
hensive experiments and analyses with both the
neural symbolic methods and the prompting-
based methods, to provide insights into the rea-
soning mechanisms of these two divisions. We
believe our new dataset should serve as a valu-
able resource to push forward the exploration
of real-world, complex reasoning tasks as the
next research focus. Our dataset and code is
publicly available1.

1 Introduction

The rapid advancement in developing large pre-
trained language models (LM) has brought the nat-
ural language processing research into a new era.
Based on the well-known transformer (Vaswani
et al., 2017) architecture, such large pre-trained
LMs (Devlin et al., 2019; Radford et al., 2019;
Raffel et al., 2020; Sanh et al., 2021; Wang et al.,
2022) have set up new state-of-the-art results for
many NLP tasks, with some of them approaching
or even surpassing human performances, like on
the SQuAD (Rajpurkar et al., 2016) dataset. We
observe that the tasks with the essence of modeling
language patterns can be well addressed by large
pre-trained LMs. However, for the other kind of

1https://github.com/czyssrs/ConvFinQA

2010 2009 2008

share-based 
compensation cost $18.10 $14.60 $13.80

income tax benefit -$6.30 -$5.20 -$4.90

Financial report:
… the total income tax benefit recognized for 
share-based compensation in the accompanying 
statements of income is also presented.

Conversational QA:
Q1: In the year of 2010, what was the share-based 
compensation cost?
A1: 18.1

Q2: and what was the income tax benefit?
A2: -6.3

Q3: what was, then, the sum of both?
A3: add(18.1, -6.3) = 11.8

Q4: and what was that sum in 2009?
A4: add(14.6, -5.2) = 9.4

Q5: what, then, was the change in the sum of those 
amounts from 2009 to 2010?
A5: add(18.1, -6.3), add(14.6, -5.2), subtract(#0, #1) = 2.4

Figure 1: An example from CONVFINQA: each question
may depend on previous questions to answer.

tasks requiring complex reasoning abilities, current
researches are still away from satisfactory perfor-
mances (Wei et al., 2022).

Traditional methods on reasoning tasks typically
take neural symbolic models to encode the con-
text, generate the reasoning program and do the
execution (Liang et al., 2017; Chen et al., 2020).
Most recently, it is shown that sufficiently large
pre-trained LMs can excel at reasoning tasks given
proper prompts (Wei et al., 2022). But their tasks
being experimented with are relatively general and
toy, such as simple math word problems. The form
of the solutions and the reasoning explanations
probably have been witnessed by the model during
pre-training. This raises an interesting question:
Which of the two directions is the fundamental way
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to solve complex reasoning problems?
In this work, we go beyond the simple reasoning

tasks and dive into the real application domain of
finance to investigate the complex numerical rea-
soning ability of current modeling paradigms. The
finance domain bears the natural requirements of
realistic, complex numerical reasoning from hu-
man labor, such as quantitative analysis of financial
reports. We seek to study the real-world scenario
of conversational question answering over finan-
cial reports – investors or analysts would typically
ask sequential questions to get insights into the nu-
merical in the reports. The questions require exten-
sive calculations and meanwhile often demonstrate
cross dependency, forming the chains of numerical
reasoning throughout the conversation.

To this end, we propose a new dataset,
CONVFINQA (Conversational Finance Question
Answering), with 3,892 conversations consisting
14,115 questions. To construct the dataset, we de-
sign a framework to simulate the conversation flow
by decomposition and concatenation of the multi-
hop questions from the FinQA (Chen et al., 2021)
dataset. We then ask expert annotators to compose
the question for each conversation turn based on the
simulated conversing flow. Figure 1 shows one ex-
ample conversation from our dataset. We conduct
comprehensive experiments and analyses on our
dataset using both the neural symbolic models and
the prompting-based methods, and summarize the
following insights: (1) Both kinds of approaches
(with the execution accuracy less than 70.0%) fall
far behind human performance (89.4%). The rea-
soning chains throughout the conversation pose
great challenges for the models to learn when to re-
fer to or discard the conversation history and how to
assemble the reasoning path. (2) Though excelling
at simple general reasoning tasks, prompting-based
methods perform a lot worse for our task (less than
50.0% using GPT-3 175B). They either superfi-
cially mimic the given prompts or recall their own
knowledge for simple general numerical reasoning.
They tend to fail to understand new complex task
paradigms for new domains. We believe our new
dataset should serve as a challenging and valuable
resource for the exploration of real-world, complex
reasoning tasks as the next research focus.

2 Related Work

Conversational Question Answering Conversa-
tional question answering (ConvQA) (Zaib et al.,

Dataset Size Mode Challenge Domain

SQA 6k ConvQA table navigation general
CSQA 200k ConvQA KG reasoning general
CoQA 8k ConvQA co-reference general
QuAC 14k ConvQA open-ended general

DROP 96k QA numerical reasoning general
MathQA 37k QA numerical reasoning math
FinQA 8k QA numerical reasoning finance
TAT-QA 17k QA numerical reasoning finance

CONVFINQA 4k ConvQA numerical reasoning finance

Table 1: Comparison of CONVFINQA with existing datasets.

2021) has been gaining attentions in recent years.
In ConvQA, the users can append multiple ques-
tions in addition to the first one to get more infor-
mation. This also mitigates the need to ask a single
complex multi-hop question at one time, making
the information-seeking procedure more natural.
For previous datasets, SQA (Iyyer et al., 2017) are
built by decomposing multi-hop questions based
on Wikitables. CSQA (Saha et al., 2018) questions
require simple logical operations over knowledge
graphs (KGs). CoQA (Reddy et al., 2019) focuses
on co-references among the conversation turns to
be more human-like. QuAC (Choi et al., 2018)
focuses on open-ended, exploratory questions. In
contrast, our dataset CONVFINQA targets com-
plex numerical reasoning chains among the sequen-
tial questions in finance conversations.

Numerical Reasoning The numerical reasoning
ability is often investigated in the form of question
answering. The DROP dataset (Dua et al., 2019)
explores simple calculations over texts in the gen-
eral domain. MaWPS (Koncel-Kedziorski et al.,
2016) and MathQA (Amini et al., 2019) focus on
generating solutions for math word problems. Re-
cently, Wei et al. (2022) demonstrate that large
pre-trained LMs can excel at reasoning tasks given
proper prompts with natural language explanations.
However, their reasoning tasks are mostly simple
and general. In this work, we explore complex nu-
merical reasoning in a highly specialized domain.

Financial NLP Previous work in financial NLP
mostly centers on sentiment analysis (Day and Lee,
2016; Akhtar et al., 2017), fraud detection (Han
et al., 2018; Wang et al., 2019; Nourbakhsh and
Bang, 2019), opinionated QA (Liu et al., 2020),
such as the FiQA2 dataset built based on social me-
dia. Most recently, Chen et al. (2021) propose the
FinQA dataset with multi-hop numerical reasoning
questions based on financial report. TAT-QA (Zhu

2https://sites.google.com/view/fiqa/home
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et al., 2021) is another QA dataset with a similar
focus. In CONVFINQA, we seek to construct ques-
tion sequences in the conversational setting aiming
at more natural experiences for real-world usages.
Table 1 presents the comparison of our dataset with
existing ones.

3 Task Formulation

Given a financial report containing both the textual
content T and structured table B, the user asks a se-
quence of questions {Qi}ni=0 where later questions
may depend on previous questions to answer. The
target is to generate the reasoning program G to be
executed to get the answer A to the last question:

P (A|T,B,Qn) =
∑

P (Gi|T,B,Q0, Q1, ...Qn−1)
(1)

Where {Gi} is all the possible programs to evaluate
to the correct answer. We follow the same domain
specific language (DSL) in FinQA (Chen et al.,
2021) to construct the reasoning programs as a
sequence of operation-argument clauses (Appendix
A for all operations):

op1[args1], op2[args2]..., opn[argsn] (2)

We follow the same evaluation metric as in FinQA,
the execution accuracy to evaluate the final execu-
tion result and program accuracy to evaluate pro-
gram equivalence.

4 The CONVFINQA Dataset

4.1 Dataset Construction

The Overview The core challenge of building
such a dataset is the construction of a natural, real-
istic conversational flow – what kinds of questions
the queriers may ask and how these questions logi-
cally appear in a conversation. We consult financial
experts to summarize the following key factors in-
tegrating a conversation when querying financial
reports: (i) The questioner directly queries the sur-
face content. (ii) The questioner asks something
requiring calculations from the numbers in the re-
port to answer. (iii) The questioner asks the above
two kinds of questions sequentially to form the con-
versation, to cumulatively query more information
or switch to other aspects.

Directly composing the conversations from
scratch involving all the above factors is very heavy
and costly. To tackle this challenge, we propose

The reasoning program of the original multi-step question:
op1( arg1, arg2 ), op2( #0, arg3 )

Conversation skeleton:
Turn 1: op1( arg1, arg2 )
Turn 2: op2( #0, arg3 )

Conversation skeleton:
Turn 1: query number arg1
Turn 2: query number arg2
Turn 3: op1( arg1, arg2 )
Turn 4: op2( #0, arg3 )

Decomposition

Insert span selection turns

The reasoning programs of the two original 
multi-step questions:
op1( arg1, arg2 ), op2( #0, arg3 )
op3( arg3, arg4 ), op4( #0, arg4 )

Conversation skeleton
of question 1:
Turn 1: op1( arg1, arg2 )
Turn 2: op2( #0, arg3 )

Conversation skeleton
of question 1:
Turn 1: query number arg1
Turn 2: query number arg2
Turn 3: op1( arg1, arg2 )
Turn 4: op2( #0, arg3 )

Conversation skeleton
of question 2:
Turn 1: op3( arg3, arg4 )
Turn 2: op4( #0, arg4 )

Conversation skeleton
of question 2:
Turn 1: op3( arg3, arg4 )
Turn 2: op4( #0, arg4 )

Concatenation of the two decompositions:
Turn 1: query number arg1
Turn 2: query number arg2
Turn 3: op1( arg1, arg2 ) = #0
Turn 4: op2( #0, arg3 )
Turn 5: op3( arg3, arg4 ) = #1
Turn 6: op4( #1, arg4 )

Decomposition

Insert span selection turns

Integrating two decompositions

Type I simple conversation 

Type II hybrid conversation 

Figure 2: The simulation process of conversation skeletons.

a two-step construction framework: (I): Conver-
sational QA flow simulation to produce the con-
versation skeleton with each turn filled with the
reasoning semantics, and (II): Question composi-
tion to realize the reasoning semantics into textual
questions.

Conversational QA Flow Simulation We build
the conversation flow based on the decomposition
and concatenation of the multi-step reasoning pro-
grams (the solutions of the multi-hop questions) in
the existing FinQA (Chen et al., 2021) dataset. In
FinQA, the authors construct two multi-hop ques-
tions for most of its reports. The two FinQA ques-
tions for the same report naturally query different
but sometimes correlated aspects of the report, in-
spiring us to integrate them into a natural and real-
istic conversation. We simulate two types of con-
versations: Type I: Simple conversation from the
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balance at 
beginning of 

year
acquisition of 

hittite

goodwill adjustment 
related to other 

acquisitions ( 2 )

foreign currency 
translation 
adjustment

balance at 
end of year

2016 $1,636,526 2014 44046 -1456 ( 1456 ) $1,679,116

2015 $1,642,438 -1105 ( 1105 ) 3663 -8470 ( 8470 ) $1,636,526

Financial report: Original questions from FinQA:

Question 1: what is the percentage change of balance of good will 
from 2014 to 2015? 
Answer 1: subtract(1636526, 1642438), divide(#0, 1642438)
Question 2: what is the percentage change of balance of good will 
from 2015 to 2016? 
Answer 2: subtract(1679116, 1636526), divide(#0, 1636526)… notes to consolidated financial statements 2014 ( continued ) depreciation expense for 

property , plant and equipment was $ 134.5 million , $ 130.1 million and $ 114.1 million in fiscal 
2016 , 2015 and 2014 , respectively …

Type Ⅰ simple conversation

Q1: What’s the balance of goodwill by the end of 2014?
A1: 1642438
Q2: and 2015?
A2: 1636526
Q3: what was the change in the balance of goodwill of these 2 
years?
A3: subtract(1636526, 1642438)
Q4: how much does this change represent, in percentage, in 
relation to to that balance in 2014?
A4: subtract(1636526, 1642438), divide(#0, 1642438)

Type Ⅱ hybrid conversation

Q1: What’s the balance of goodwill by the end of 2014?
A1: 1642438
Q2: and 2015?
A2: 1636526
Q3: what was the change in the balance of goodwill of these 2 years?
A3: subtract(1636526, 1642438) = #0
Q4: how much does this change represent, in percentage, in relation to 
to that balance in 2014?
A4: divide(#0, 1642438)

Q5: (skip)
A5: 1679116
Q6: (skip)
A6: 1636526
Q7: (skip)
A7: subtract(1679116, 1636526)

Q8: and over the subsequent year, what is that percentage?
A8: subtract(1679116, 1636526), divide(#0, 1636526)

Simulation 
from 

question 1

Simulation 
from 

question 1

Simulation 
from 

question 2

Figure 3: The question composition examples for the two types of conversations. For the hybrid conversation example, the
annotator skips three turns and directly jumps to the last turn using references, making the conversation more natural.

decomposition of a single multi-hop question and
Type II: Hybrid conversation from the decompo-
sition and integration of two multi-hop questions.
Figure 2 illustrates the simulation processes of the
two types of conversation flows.

For Type I simple conversations, we take one
muti-hop question and decompose its reasoning
program into single steps – each reasoning step
will then be realized into one question as one con-
versation turn. To consider the scenario that the
questioner directly queries the surface content, ev-
ery time there is a new number in a reasoning step,
we randomly insert an additional turn before this
turn with the semantic to query this new number.

For Type II hybrid conversations, we take two
multi-hop questions based on the same report, de-
compose their reasoning programs and insert addi-
tional number selection turns similar to the type I
conversation. Then we concatenate the decomposi-
tions of the two questions to integrate the full con-
versation skeleton – corresponding to the scenario
where the questioner asks two different aspects of
the same report. Since the two aspects of the same
report often correlate with each other, the conversa-
tion flow constructed this way will involve longer
dependencies among the turns.

Question Composition After we construct both
types of conversation skeletons, we employ expert

annotators to realize the skeletons into textual ques-
tions. We use the UpWork3 platform to recruit ex-
pert annotators with finance backgrounds, such as
CPAs, MBAs, etc. Figure 3 gives the composition
examples of the two types of conversations.

Specifically, we present the financial report and
the simulated conversation skeletons to the anno-
tators, with each turn filled with the reasoning se-
mantics (the decomposed reasoning program or a
single number for the number selection turn). We
instruct the annotators to: (i) Read the report and
understand the reasoning flow of the whole con-
versation skeleton; (ii) Compose questions for the
turns based on the given reasoning semantics;

Since our conversation skeletons are simulated,
there must be many unnatural scenarios, e.g., un-
natural decompositions, redundant or unnecessary
turns, etc. Therefore, we emphasize the following
key points: (i) The annotators can skip some turns
and directly jump to a certain following turn with
the goal of an overall natural conversation. The key
is to identify redundancies in the given conversation
flow and compress the unnecessary turns using ref-
erences to the previous context. The right example
in Figure 3 shows a scenario to skip unnecessary
turns. (ii) If there is no way to compose a natural
conversation with the given skeleton, the annota-
tors can discard the example. We launch training

3www.upwork.com
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sessions for the annotators to master task settings
before working on the official large batches.

4.2 Dataset Analysis

Dataset Statistics We end up with 3,892 conver-
sations containing 14,115 questions. We split the
dataset into 3,037/421/434 for train/dev/test sets.
2,715 of the conversations are simple conversations,
and the rest 1,177 are hybrid conversations. Table 2
summarizes the general statistics of our dataset.

In our CONVFINQA dataset, the major chal-
lenge is to learn the chain of numerical reason-
ing throughout the conversation turns. First, we
sample 200 turns from our dataset and ask the ex-
pert annotators to count the longest dependency
distance to answer the current question, i.e., how
many previous questions need to be seen to answer
the current one. Figure 4 shows the result distri-
butions. Second, in CONVFINQA, we build two
types of conversations – the simple conversation
from the decomposition of one FinQA question and
the hybrid conversation from the decompositions
and concatenation of two FinQA questions. We are
interested to see, for the second type of hybrid con-
versations, how the question set from the second
FinQA question makes references to the first one.
We split the hybrid conversations into the two sets
– one from the first source FinQA question and one
from the second, and ask the expert annotators to
decide whether any questions from the second set
depend on the questions from the first set to answer.
Among 200 samples, 65.0% of them depend on the
first question set to answer, which demonstrates the
challenging reasoning chains in our dataset – the
model may need to construct the reasoning chains
crossing different aspects and long-range. At last,
we also classify the type of questions based on the
reasoning forms of the answers. 34.73% of the
questions are number selection questions, 35.10%,
25.41%, and 4.75% of them have reasoning pro-
grams of 1, 2, and over 3 steps, respectively.

For the type of questions, 59.18% of the ques-
tions rely on supporting facts only from the table to
answer, 25.56% of the questions rely on supporting
facts only from the text, and the rest 15.26% rely on
both. For the types of calculations, we have around
18.80% additions, 40.49% subtractions, 6.92% mul-
tiplications, 33.43% divisions.

Data Quality Assessment To evaluate the qual-
ity of CONVFINQA and establish human perfor-
mance references, we sample 200 example ques-

Conversations 3,892
Questions 14,115
Report pages 2,066
Vocabulary 20k
Avg. # questions in one conversation 3.67
Avg. question length 10.59
Avg. # sentences in input text 23.65
Avg. # rows in input table 6.39
Avg. # tokens in all inputs (text & table) 675.61
Max. # tokens in all inputs (text & table) 2338.00

Table 2: Statistics of CONVFINQA.

Figure 4: Distribution of the longest dependency distances of
the questions in CONVFINQA. Over 60% of the questions
have longer dependencies with previous questions.

tions and distribute to both the expert and laymen
annotators to answer. The two expert annotators
reach an average execution accuracy of 89.44% and
program accuracy of 86.34%, with an agreement
rate over 85.0% for both metrics. For the laymen
performance, we distribute the samples to MTurk4

and end up with an execution accuracy of 46.90%
and program accuracy of 45.52% with agreement
rates lower than 60.0%. This again demonstrates
the great expertise required to solve our dataset.

5 Experiments on Neural Symbolic
Approaches

In this section, we will first experiment with tra-
ditional neural symbolic approaches using the full
training data and make detailed analyses.

5.1 Methods and Main Results
We take the FinQANet model from (Chen et al.,
2021) and two generative models – the GPT-2 (Rad-
ford et al., 2019) and T5 (Raffel et al., 2020). Fin-
QANet is a pipeline approach with a retriever to
first retrieve the supporting facts from the finan-
cial report, then a generator taking the supporting

4Three built-in worker qualifications are used: HIT Ap-
proval Rate (≥95%), Number of Approved HITs (≥ 1000),
and Locale (US Only) Qualification. We do not select any
professional constraints. We pay $2.0 for each question.
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Baselines Exe Acc Prog Acc

GPT-2(medium) 58.19 57.00

T-5(large) 58.66 57.05

FinQANet (BERT-base) 55.03 54.57

FinQANet (BERT-large) 61.14 60.55

FinQANet (RoBERTa-base) 64.95 64.16

FinQANet (RoBERTa-large) 68.90 68.24

FinQANet-Gold (RoBERTa-large) 77.32 76.46

Human Expert Performance 89.44 86.34

General Crowd Performance 46.90 45.52

Table 3: The execution accuracy (Exe Acc) and program
accuracy (Prog Acc) for the models. We also experiment with
using gold supporting facts, shown as FinQANet-Gold.

facts and the question as the input to decode the
reasoning program. Structural information and con-
straints are also involved in the decoder. We adopt
the same retrieving process from FinQANet and
use the current conversation context, i.e., the ques-
tions up to the current turn, to retrieve the evidences
from the input financial report. We end up with
the retrieval results of 86.38% recall for the top
3 retrieved facts. For the program generation, we
concatenate the retrieved facts with the conversa-
tion context as the input. We experiment with the
encoder varied as BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019). Table 3 shows the over-
all experiment results on CONVFINQA. Using a
specially designed encoder-decoder with structural
preservation of the program, FinQANet still out-
performs the standalone generative models. While
there is still a gap till the expert performance, the
models already surpass the laymen performance.
We can see that such neural approaches specially
designed can learn better numerical reasoning abil-
ity for the specific domain than the common sense
numerical reasoning ability of the general crowd.

5.2 Performance Breakdown

To gain a deeper understanding of the model in-
sights, we analyze the performances of different
types of questions. The results are shown in Ta-
ble 4. We can see that the number selection turns
are the easiest to answer. Considering different
types of conversations, the hybrid conversations
are harder to learn than simple conversations, espe-
cially the second part of the hybrid conversations
where the question set comes from the decompo-
sition of the second multi-hop question. In these
questions, some of them are irrelevant to the ques-

Methods Exe Acc Prog Acc

full results 68.90 68.24

Number selection turns

Number selection questions 82.54 82.34

Program questions 62.14 61.26

Simple & hybrid conversations

Simple conversations 72.37 72.00

Hybrid conversations 60.99 59.70

Hybrid conversations (first part) 68.11 66.54

Hybrid conversations (second part) 52.38 51.43

Table 4: Performance breakdown. The number selection ques-
tions are the easiest to answer. The hybrid conversations are
harder than simple conversations, while the second part of
them is even more difficult.

tions in the first part, while some of them depend
on the questions from the first part to answer. The
model faces a stronger challenge of finding the
correct reasoning chains. We also look into the per-
formance breakdown by conversation turns, which
is shown in Figure 5. Later turns in the conver-
sations tend to be harder to answer due to longer
reasoning dependencies.

n-th conversation turn

Figure 5: Performances for the nth conversation turn.

5.3 Analyses and Findings

We manually analyze a sample of the predictions
from the FinQANet(RoBERTa-large) model and
summarize the following findings:

The model excels at number selection questions.
For the number selection questions depending on
previous references, e.g., what is that value in the
subsequent year?, the model is mostly able to an-
swer. Also, the model is mostly clear on when to
discard the previous context and make the transi-
tion to new questions.

The model suffers from the lack of domain
knowledge. The lack of financial knowledge
leads to many errors of missing retrieval facts,
wrong value selections, and wrong mathematical
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generations. Nonetheless, the current large pre-
trained models do see financial corpus during pre-
training; we still need to endow the system with
stronger domain knowledge for tasks requiring
high-level, complex domain reasoning abilities.

The model struggles with long reasoning chains.
For the later question turns in a conversation that
demonstrate longer reasoning dependencies to the
previous context, the model often struggles with
deducting the correct reasoning programs. If the
prediction for any turn is wrong, then there is a very
minor chance that the subsequent turns are correct.
We provide two error case studies in Figure 6.

6 Experiments on Prompting-Based
Approaches

In this section we attempt on few-shot learning with
prompting-based methods and reveal the insights.

6.1 Methods and Main Results

We use the GPT-3 text-davinci-002 model5 (Brown
et al., 2020). Directly injecting the full financial
report into the prompt is not realistic because of
the length constraint. Therefore we still attempt the
retriever-generator paradigm. Due to the high cost
of using GPT-3, in this work we only run retrieval
on a sample of the test set, and run program gen-
eration on the full test set using the gold retrieval
results as the input. Nonetheless, we believe our
experiments are sufficient to show many interest-
ing and valuable insights into the prompting-based
methods on CONVFINQA.

For the retrieval, we concatenate each sentence
or linearized table row of the report with the con-
versation context, and let the model predict if the
former is relevant for answering the last question.
We use 16 exemplars and run GPT-3 on a sample
of 300 examples of the test set. We end up with an
average recall of 74.25% using 3 different sets of
exemplars, which is much lower than the retriever
trained with the full training data in §5.1.

For the program generation, the exemplar is for-
matted as [supporting facts, conversation
context, result to be generated]. We ex-
periment using the following settings: (i) Answer-
only, to directly generate the execution results. (ii)
Program-original, to generate the reasoning pro-
gram with the original DSL. (iii) Program-normal,
to generate the reasoning program with the normal

5OpenAI has released the model interface as a paid service

Baselines Exe Acc Prog Acc

Answer-only 24.090.61 -

Program-original 40.814.68 36.624.22

Program-normal 45.152.77 38.882.57

CoT prompting 40.631.25 33.842.19

Human Expert Performance 89.44 86.34

General Crowd Performance 46.90 45.52

Table 5: The results for all the prompting methods. We report
the average and the standard deviation of different sets of
exemplars or annotators.

DSL. We convert the programs into the normal
form commonly used in the general domain, e.g.,
add(a1, a2) → a1+a2. (iv) the Chain of Thought
(CoT) prompting. CoT prompting (Wei et al.,
2022) includes a natural language explanation of
the reasoning steps before reaching the answer. We
ask 3 expert annotators to compose the explana-
tions for the exemplars. For each method, we run
experiments using 3 sets of 10 different exemplars.
Table 5 shows the overall results. Even with the
gold retrieval results, GPT-3 still underperforms the
neural symbolic approaches with full-training data
in §5. See Appendix D for all the prompt details.

6.2 Performance Breakdown

We take the results from the best-performing
method, Program-normal, to investigate the de-
tailed performances. Table 6 shows the perfor-
mance breakdown for different types of turns. Sur-
prisingly, GPT-3 even performs worse on number
selection turns. We find that the model often makes
errors for the number selection turns with refer-
ences to the previous conversation context, e.g., for
the question what is that value in the subsequent
year?, the model still chooses the value in the pre-
vious year. Even if we specify the conversational
QA setting in the prompt instructions and explicitly
ask to answer the last question, the model likely
does not understand this task paradigm and often
fails to make correct references to the context. This
further makes the performances in longer reasoning
chains worse, as shown in Table 6. We also analyze
the performances for conversation turn length and
exemplar numbers in Appendix D.

6.3 Analyses and Findings

We analyze samples of the predictions for all the
methods and summarize the following findings:
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Supporting facts: table row(s) and text sentence(s)

Questions in the conversation: 
Q1: what was the total of cash flows provided by ( used in ) operating activities 
including discontinued operations in 2009?
Q2: and what was that in 2008?
Q3: what was, then, the change in that total over the year?
Q4: what percentage did this change represent in relation to the 2008 total?
Q5: over the subsequent year, what was the decline in that total of cash flows?
Q6: what was this decline as a percentage of the 2009 total?

in millions 2010 2009 2008

cash flows provided by
( used in ) operating activities including 

discontinued operations $515.20 $559.70 $627.60

Gold reasoning program for Q6:
subtract(559.7, 515.2), divide(#0, 559.7)
Predicted reasoning program for Q6:
subtract(515.2, 765.2), divide(#0, 765.2)

…excluding the $ 250 million impact of additional accounts receivable from the 
change in accounting discussed above , cash flows provided by operations 
were $ 765.2 million in 2010…

plan category

number of 
securities to be 

issued upon 
exercise of 

outstanding options 
warrants and rights 

weighted-average 
exercise price of 

outstanding 
options warrants 

and rights

number of 
securities remaining 
available for future 

issuance under 
equity 

compensation plans 

equity 
compensation 

plans approved by 
security holders 766801 $40.85 8945694

Supporting facts: table row(s) and text sentence(s)

Questions in the conversation:
Q1: what was the total value of the securities issued and approved by security 
holders?
Q2: how much is that in millions?
Q3: and what was that total value for the securities approved but not yet issued?
Gold reasoning program for Q3:
multiply(8945694, 40.85)
Predicted reasoning program for Q3:
multiply(766801, 40.85)

Error case (1) Error case (2)

Figure 6: Error cases from the results of FinQANet(RoBERTa-large)

Methods Exe Acc Prog Acc

full results 48.85 42.14

Number selection turns

Number selection questions 35.32 34.72

Program questions 55.56 45.82

Simple & hybrid conversations

Simple conversations 52.22 46.64

Hybrid conversations 41.16 31.90

Hybrid conversations (first part) 56.30 48.03

Hybrid conversations (second part) 22.85 12.38

Table 6: Performance breakdown: it is hard for GPT-3 to learn
the problem paradigm and correctly make references to the
conversation context. Still, questions with longer context is
harder to answer.

GPT-3 can do simple calculations by itself. For
methods that generate the reasoning programs,
compared with the results of the neural symbolic
approaches in §5, the gap between the execution
and program accuracy is much larger. We find that
GPT-3 often directly generates the correct numeri-
cal results without generating the program. Though
the given prompts always derive the programs first,
GPT-3 tends to use its own knowledge acquired
during pre-training. This is also the reason why
Answer-only achieves certain correctness. How-
ever, GPT-3 still struggles with complex calcula-
tions, such as long digits and divisions.

GPT-3 performs better for its familiar program
format. In Table 5, Program-normal outperforms
Program-original, since we use the common form
of calculation which is seen much more frequently
by GPT-3 during its pre-training. GPT-3 makes
many grammar errors for Program-original.

GPT-3 struggles with new complex task
paradigms. Like stated in §6.2, GPT-3 probably
has not seen a similar paradigm as our task setting
during pre-training. We see many examples where
GPT-3 simply mimics the reasoning steps given in
one exemplar but ignores the actual context. This
is also the reason that CoT prompting performs
even worse than generating the program only. We
explicitly explain our task setting in the prompt
instructions about how the questions in the conver-
sation are interrelated and the task goal to answer
the current turn. However, in many cases, GPT-3
either mimics the reasoning steps given in the exem-
plars or comes up with incorrect reasoning based
on its own knowledge in the general domain. See
Appendix D for error cases from Program-normal.

7 Conclusion and Discussion

Our new dataset, CONVFINQA, targets one of the
major directions to be explored as the next research
focus – how to simulate human reasoning abilities
in complex real-world settings. We experiment
with the neural symbolic models with full training
data and the prompting-based few-shot learning
and find that: (1) Both approaches are still away
from human expert performances, indicating the
challenge of this task. (2) The neural symbolic
approach uses specifically crafted architectures to
learn co-occurrence patterns with large-scale train-
ing data. The prompting-based approach recalls its
own memory of elaborating the reasoning process
with the trigger of the prompts. However, this may
not work well when encountering new complex
task paradigms for new domains. (3) Theoretically,
we may encode as many task paradigms into the
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large LMs, as long as the reasoning process can be
clearly illustrated by language. But for highly spe-
cialized domains or tasks, designing specific mod-
els also tend to be more realistic and effective. (4)
We are also eager to see the actual bound between
the reasoning tasks that can benefit from language
modeling and the ones that can not. This should be
the crucial factor in deciding the upper bound of
what large LMs can solve with reasoning.

8 Limitations

In this work, we investigate two construction mech-
anisms for the conversation, the decomposition of
single multi-hop questions and the decomposition
and concatenation of two multi-hop questions re-
garding the same report. This definitely does not
cover all possible cases in real-world conversations.
We make this first attempt and hope for future work
to continue exploration.

For prompting-based methods, we only exper-
iment with the GPT-3 model, whose interface is
released to the public as a paid service. Also, due
to cost constraints, we do not conduct extensive
experiments on complex prompt engineering. We
believe our experiments can provide valuable in-
sights into the task of complex reasoning over real-
world specific domains, and meanwhile we do not
exclude the possibility that there could be better
performances for prompting-based methods if ap-
plying advanced prompt engineering or even larger
pre-trained LMs, like the PaLM model (Chowdh-
ery et al., 2022) which is not released. We leave
this for future work.

9 Ethical Considerations

Dataset Collection Process and Conditions.
For the annotation of our CONVFINQA dataset
on Upwork, we first launch interviews of the task
introduction with 2 example conversations, which
is paid as $30. Then based on their consents to con-
tinue working on the large-scale job, we discuss
with the workers to reach agreements on the com-
pensation before starting the large-scale job. For
the simple conversations from one FinQA question,
we pay around $4.0 per conversation. For complex
conversations from two FinQA questions, we pay
around $7.0 per conversation. The hourly rates are
discussed and agreed upon with both sides based
on the working speed of different workers. Among
all the US-based hires, the average hourly rate is
$60.0, with the minimum hourly rate of $50.0. The

evaluation tasks and prompt writing tasks follow
the similar procedure and rates.

IRB (Institutional Review Board) Approval.
The dataset annotation is classified as exempt by
our Institutional Review Board (IRB). The systems
trained using our dataset are primarily intended
to be used as augmenting human decision-making
in financial analysis, but not as a replacement of
human experts.
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Appendix A: Operation Definitions

We describe all the operations in Table 7.

Appendix B: Annotation Interface

We use Turkle6 to build our annotation platform,
which is a Django-based web application that can
run in a local server. Figure 7 shows our annotation
interface. We present the financial report and the
decomposed program list to the annotators and ask
them to re-write each program step into a question.

Appendix C: Experiment Details

For the neural symbolic approaches, the training
of all models are conducted on TITAN RTX GPUs.

6https://github.com/hltcoe/turkle
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Name Arguments Output Description

add number1, number2 number add two numbers: number1 + number2

subtract number1, number2 number subtract two numbers: number1− number2

multiply number1, number2 number multiply two numbers: number1 · number2

divide number1, number2 number multiply two numbers: number1/number2

exp number1, number2 number exponential: number1number2

greater number1, number2 bool comparison: number1 > number2

Table 7: Definitions of all operations

Figure 7: Annotation interface.

Baselines Exe Acc Prog Acc

GPT-2(medium) 59.12 57.52q

T-5(large) 58.38 56.71

FinQANet (BERT-base) 54.56 52.81

FinQANet (BERT-large) 60.67 58.99

FinQANet (RoBERTa-base) 64.90 63.15

FinQANet (RoBERTa-large) 68.32 67.87

Table 8: Validation results.

All the implementation and pre-trained models are
based on the huggingface transformers library. We
use the Adam optimizer (Kingma and Ba, 2015).
The learning rate of all models varies at the level of
1e-5 (except for T-5 with 1e-4). We set the batch
size as 16. Table 8 shows the results on validation
set.

Appendix D: Prompt Details

For the experiments on GPT-3, here is the list of
prompts we used:

Retriever Instruction: I am a highly intelligent
bot. You need to provide me with context and a
series of questions. I will respond yes if the context
is needed to answer the last question, otherwise, I
will respond with no.

Prompt format: context: (supporting fact can-
didate) questions: (the question sequence up to
current question) answer: (yes or no)

Answer-only Instruction: I am a highly intelli-
gent bot. I can have conversations with the user to
answer a series of questions. Later questions may
depend on previous questions to answer. You need
to provide me with the series of questions as the
context and I will answer the last question.

Prompt format: context: (supporting facts) ques-
tions: (the question sequence up to current ques-
tion) answer: (the execution result)

Program-original & Program-normal Instruc-
tion: I am a highly intelligent bot. I can have
conversations with the user to answer a series of
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questions. Later questions may depend on previous
questions to answer. You need to provide me with
the series of questions as the context and I will
answer the last question with a multi-step mathe-
matical solution. We use symbols, such as #0, #1,
to denote the results of the intermediate steps.

Prompt format: context: (supporting facts) ques-
tions: (the question sequence up to current ques-
tion) solution: (the program)

CoT Prompt Instruction: I am a highly intelli-
gent bot. I can have conversations with the user to
answer a series of questions. Later questions may
depend on previous questions to answer. You need
to provide me with the series of questions as the
context and I will answer the last question with a
multi-step mathematical solution with step-by-step
explanations. We use symbols, such as #0, #1, to
denote the results of the intermediate steps.

Prompt format: context: (supporting facts) ques-
tions: (the question sequence up to current ques-
tion) solution: (CoT explanation and the program).

For all prompts, we add the index of ’Q1’, ’Q2’,
etc., before each question in the question sequence.

Table 9 shows the results of Program-normal for
different number of exemplars. Figure 8 shows
the performances for question of the nth conversa-
tion turn. Figure 9 gives two error cases of GPT-3
Program-normal.

Exemplar numbers Exe Acc Prog Acc

5 43.52 36.62

10 48.85 42.14

15 49.31 44.05

20 50.30 45.10

25 49.90 46.08

Table 9: Results of Program-normal for different number of
exeamplers.

Figure 8: Performances for question of the nth conversation
turn. The second turn mostly makes references to the first turn
and GPT-3 often fails to understand it.
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Supporting facts: table row(s) and text sentence(s)

Questions in the conversation: 
Q1: what was the price performance of the loews common stock in 2009?
Q2: and by how much did it change since 2004?
Q3: and only between 2007 and 2008, what was that change for the s&p 500? 

2004 2005 2006 2007 2008 2009

s&p 500 index 100.00 104.91 121.48 128.16 80.74 102.11

loews common stock 100.00 135.92 179.47 219.01 123.7 160.62

Gold reasoning program for Q3:
subtract(80.74, 128.16)
Predicted reasoning program for Q6:
subtract(102.11, 100.00), divide(#0, 100.00)

Supporting facts: table row(s) and text sentence(s)

Questions in the conversation:
Q1: what was the difference in the liability for interest and penalties between 
2017 and 2018?

Gold reasoning program for Q3:
subtract(77, 55)
Predicted reasoning program for Q3:
subtract(55, 48)

Error case (1) Error case (2)

… the company recorded a liability for interest and penalties of $ 77 million 
, $ 55 million , and $ 48 million as of december 31 , 2018 , 2017 , and 2016 
, respectively …

Figure 9: Error cases from the results of GPT-3 Program-normal.
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