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Abstract

Recent advances in neural machine translation
depend on massive parallel corpora, which are
collected from any open source without much
guarantee of quality. It stresses the need for
noisy corpora filtering, but existing methods
are insufficient to solve this issue. They spend
much time ensembling multiple scorers trained
on clean bitexts, unavailable for low-resource
languages in practice. In this paper, we pro-
pose a norm-based noisy corpora filtering and
refurbishing method with no external data and
costly scorers. The noisy and clean samples are
separated based on how much information from
the source and target sides the model requires
to fit the given translation. For the unparal-
lel sentence, the target-side history translation
is much more important than the source con-
text, contrary to the parallel ones. The amount
of these two information flows can be mea-
sured by norms of source-/target-side context
vectors. Moreover, we propose to reuse the
discovered noisy data by generating pseudo
labels via online knowledge distillation. Exten-
sive experiments show that our proposed filter-
ing method performs comparably with state-of-
the-art noisy corpora filtering techniques but is
more efficient and easier to operate. Noisy sam-
ple refurbishing further enhances the perfor-
mance by making the most of the given data1.

1 Introduction

Neural machine translation (NMT) has achieved
significant progress with help from large parallel
corpora for training (Tiedemann, 2012; Smith et al.,
2013). These data are typically extracted from the
web without much control over the quality, which
presents misalignment, wrong languages, too many
numbers or URLs, etc. In this case, noisy corpora
filtering holds a critical research area to prevent
noisy bitexts from degrading the generalization per-
formance of NMT (Khayrallah and Koehn, 2018).

∗Corresponding author.
1https://github.com/yulu-dada/Norm_NoisyFiltering
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Figure 1: An example of the required source-/target-side
information when the model fits an unparallel Zh⇒En
sentence pair (words in red are real noisy segments).
The amount of information on each side is counted
by norms of corresponding context vectors, positively
correlated to the darkness of color blocks.

Much effort has been devoted to this field with
the promotion of a WMT shared task for parallel
corpus filtering. However, prior work is difficult to
operate in practice due to two drawbacks. (1) High
time and computational cost. Their good perfor-
mance relies on the ensembling of multiple large-
scale scorers, which involves costly pre-training
and fine-tuning (Esplà-Gomis et al., 2020; Lu et al.,
2020). (2) Dependence on clean bitexts. The train-
ing of above scorers needs clean parallel sentence
pairs as positive samples, which are scarce for low-
resource languages in real-world applications.

This paper introduces a norm-based noisy sam-
ple filtering and refurbishing method, which avoids
extra clean bitexts and heavy scorers. We distin-
guish unparallel sentence pairs from others based
on observed model behaviors during the training of
NMT. Generally, the model captures two aspects
of information to predict the given translation, the
source-side context information from the encoder
and the target-side one from history translations
in the decoder. For unparallel sentence pairs, pro-
vided translations are partially or entirely unrelated
to the source sentence. In this case, the NMT model
behaves as a language model, which requires ex-
cessive target-side information to fit noises. Thus,
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we use the information ratio of the source to the
target side as the criterion to filter noises.

Specifically, we observe that a greater vector
norm implies richer context information captured
by the model. Thus, we calculate the amount of
each information flow by norms of corresponding
context vectors. This metric is easy to obtain in the
training process and sufficient to model how much
information is encoded on each side. We take Fig-
ure 1 as an example. When the model predicts the
content word “china”, the norm of the source-side
context information is more significant than that of
the target side. The opposite situation is in generat-
ing the function word “in”. However, the quantity
of target-side information appears to be exception-
ally great for the noisy fraction, which presents a
deeper color than others, leading to a lower score
than correct translations under our estimation.

We further propose to refurbish discovered noisy
samples by generating pseudo labels via online
knowledge distillation. By doing this, the source
sentence in Figure 1 is regarded as the monolingual
data to complement limited clean bitexts. Through-
out the whole, we incorporate filtering and refur-
bishing into the training of NMT rather than sepa-
rating data filtering and training, thus considerably
improving computational efficiency.

We validate the effectiveness of our approaches
on Transformer-based NMT (Vaswani et al., 2017),
including the WMT2020 shared task for parallel
corpus filtering (Km⇒En and Ps⇒En) and our in-
house web-crawled datasets (He, Id, Pt, Ko, and
Es⇒Zh). Empirical results show that our proposed
method performs comparably with SOTA noisy cor-
pora filtering approaches. Refurbishing noisy sam-
ples further substantially boosts the performance.
Detailed analyses show that our metric can reflect
the alignment extent at word and sentence levels.

The contributions of this paper are three-fold:

• We propose to use norms of source- and target-
side context vectors to represent the amount
of information flowing from each side. We
find that the model needs excessive target-side
information to fit the unparallel sentence pair,
which is the basis of the following work.

• We propose a norm-based noisy corpora fil-
tering method by calculating the information
ratio from the source to the target side. It is ex-
perimentally efficient and effective under the
condition of no extra data and costly scorers.
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Figure 2: Structure of l-th decoder block in Transformer.
The model first sees history translations and then source-
side contexts by attention mechanism and obtains two
context vectors tlj and slj . In the enlarged view of MHA,
the arrows in the circles represent the corresponding
vectors. The sizes of circles illustrate the values of
attention weights or the vectors’ norms.

• We propose to refurbish discovered noisy sam-
ples by producing pseudo labels via online
knowledge distillation, which makes the most
of the corpora and further boosts the perfor-
mance.

2 Background

In this section, we first briefly introduce a main-
stream NMT framework, Transformer, with a focus
on how to capture source- and target-side contexts.
We then present how the vector norm serves as an
indicator of diverse features, which motivates us to
count how much information is encoded in context
vectors of each side based on vector norms.

2.1 Transformer-based NMT

The Transformer is an encoder-decoder framework
which alternately looks over source- and target-side
contexts to make prediction. The encoder with L
layers transforms an input x = {x1, x2, ...xn} to a
sequence of hidden states hL =

{
hL1 , h

L
2 , ...h

L
n

}
,

from which the decoder predicts the probability of
a target sentence y = {y1, y2, ...ym}.

P (y|x) =
m∏

j=1

p(yj |y<j , x) =
m∏

j=1

p(yj |cLj ) (1)
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Rare Frequent

Figure 3: The L2 norm of hL
i versus token frequency

of all Chinese words in the LDC Zh⇒En vocabulary
labeled content words (green dots) and function words
(blue dots). This produces a downward trendline.

where y<j is a partial translation. cLj denotes the
j-th hidden state in the L-th decoder layer. We take
the l-th decoder layer as an example in Figure 2.
The model first attends to the history translation
cl−1
<j by multi-head attention (MHA) and obtains

the target context vector tlj .

tlj = MHA(cl−1
<j , c

l−1
j ) (2)

where MHA enables dynamically selecting rele-
vant tokens by assigning different attention weights.
tlj is then transformed to zlj by layer normaliza-
tion (Ba et al., 2016) and residual network (He
et al., 2016). The model later looks at the source-
side context to obtain the source context vector
slj :

slj = MHA(hL, zlj) (3)

Two-side information is mixed up to calculate the
next-layer hidden state clj .

olj = LayerNorm(slj + zlj)

clj = LayerNorm(olj + FFN(olj))
(4)

where FFN denotes a feedforward neural network.

2.2 Norm-based Word Importance
Measurement

As the key element in the NMT model, word repre-
sentations capture rich semantic features. Schakel
and Wilson (2015) report that the L2 norm of word
vectors learned in the word2vec model (Mikolov
et al., 2013) is informative, where words with low
frequency or diverse contexts are more likely to be
assigned higher norms. Liu et al. (2020) state that
the norm of word embeddings in the NMT model
is also a good proxy of word importance.

Here, we extend to hidden states attended by the
attention mechanism (hL produced by the encoder

0 10 20 30 40 50
Decoding Step (j)

1

2

3

tL j
2

y = 3 x

Figure 4: The L2 norm of target-side context vectors tLj
at L-th layer with respect to the decoding step j. We
use the function y = 3

√
x to fit the changing trend.

and cL−1
j in the decoder). As shown in Figure 3,

norms of hL shift downwards with the frequency
increasing. Specifically, norms of content words
are relatively higher than function words. It sug-
gests that the rare and informative words obtain a
high norm of hL, which stays consistent with re-
sults of cL−1

j as given in Appendix A. Thus, norms
of hidden states that the attention mechanism looks
at can indicate word importance.

As context vectors are formed as a weighted sum
of those hidden states via attention mechanism, the
derived context vectors’ norms would grow in line
with the model’s increasing attention towards infor-
mative words with higher norms. These observa-
tions motivate us to evaluate how much information
is encoded in context vectors from this point.

3 Methodology

We aim to detect and refurbish noisy sentence pairs
by observing how the model predicts each token. A
sentence pair is potentially misaligned if the model
depends heavily on history predictions rather than
the source sentence to fit given translations. To this
end, we first introduce a norm-based measurement
to count the amount of information extracted from
the source and target side (Section 3.1). Then, we
show how to use this metric to filter noisy sam-
ples (Section 3.2), which are further refurbished
by producing pseudo labels via online knowledge
distillation (Section 3.3).

3.1 Norm-based Source- and Target-side
Information Measurement

As shown in Figure 2, the model repeatedly collects
information from the source sentence (hL) and his-
tory translation (cl−1

<j ) to calculate context vectors
by attention mechanisms. Specifically, it computes
a weighted sum of hidden states, the norm of which
indicates word importance as stated in section 2.2.
If the model pays more attention to content words
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with greater norms, the norm of obtained context
vector would correspondingly increase, and vice
versa. Thus, we can use the norm of the source and
target context vector (∥slj∥2 and ∥tlj∥2) to count the
amount of information extracted from two sides.

However, directly comparing ∥tlj∥2 at different
steps is unfair, for more history translations are
available for the model in the later steps. In this
case, the decoder has access to more content words
and gets a high-norm context vector. As shown in
Figure 4, ∥tLj ∥2 rapidly increases at first, and then
the growth slows down. The overall trend is similar
to the function y = 3

√
x. Thus, we normalize the

norm of the target context vector with 3
√
j. Here,

we extract context vectors from the L-th layer and
design the metric as:

γj =
∥sLj ∥2

∥tLj ∥2/ 3
√
j

(5)

which is positively related to how much the source
sentence is relied on to make predictions. Different
values of γj indicate different cases:

• If γj is big, the model mainly depends on the
source sentence x to predict yj , which may be
nouns, verbs, or other content words.

• If γj is medium, the partial translation has a
larger impact on the prediction of yj , which is
slightly related to x. Here, yj may be preposi-
tions, determiners, or other function words.

• If γj is small, the model relies on the language
model to produce the unrelated translations,
which are exactly our targeted noisy samples.

3.2 Norm-based Corpus Filtering
Based on the metric γj calculated at each step, we
measure how much the target sentence y is aligned
with the input x as follows:

R(x, y) =
1

m

m∑

j=1

γj (6)

When R(x, y) is smaller than a threshold k, the
target sentence may be desperately inadequate or
even wholly unrelated to the source sentence. To
eliminate the impact of these noisy samples, we
erase their loss during training by the norm-based
sentence-level objective:

L = IR(x,y)>k · LNLL (7)

where the indicative function IR(x,y)>k is equal to
1 if R(x, y) > k, else 0. k is a hyperparameter
which is used to adjust the filtering ratio. LNLL

is the loss of the NMT calculated by the negative
log-likelihood in Equation (1).

Considering the early NMT model is not well-
trained to gather information from the source and
target sides, we first warm up the model on the
entire dataset for T steps and then filter the noisy
sentence pairs based on observed model behaviors.
In the middle and later stages, IR(x,y)>k would
stable at a particular value.

3.3 Noisy Label Refurbishing

The detected unparallel sentence pairs hamper the
training of the NMT system. But they can split into
individual monolingual sentences, which remain to
be fully re-utilized. From this perspective, we pro-
pose to refurbish these noisy samples by generating
pseudo labels via knowledge distillation (Hinton
et al., 2015; Kim and Rush, 2016).

The biggest issue of integrating knowledge dis-
tillation in our scenario is how to acquire a strong
teacher model, which decides the performance of
the student model (Gou et al., 2021). However, the
absence of a large-scale clean corpus makes it hard
to train an offline competitive teacher model. Al-
ternatively, we employ online self-distillation (Wei
et al., 2019) to let the history model generate the
translation for noisy samples.

Concretely, we use the checkpoint with the best
performance on the validation set as the teacher.
Then, the current model learns to match the teacher
model’s prediction q(·|x) on the noisy data. The
word-level self-distillation loss can be defined as:

LSD = −
m∑

j=1

|V|∑

i=1

q(yj = i|y<j , x; θT )×

log p(yj = i|y<j , x; θ)

(8)

where θT and θ parameterize the teacher and stu-
dent model separately. V is the target vocabulary
set. In this way, we make full use of the corpus by
precisely figuring out the clean data and replacing
the remaining noises with pseudo labels:

L = IR(x,y)>k · LNLL + IR(x,y)≤k · LSD (9)

4 Experiments

We conduct experiments on two types of datasets:
(1) WMT 2020 shared task on parallel corpus fil-
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Figure 5: Statistics of datasets after rule-based filtering.
We annotate the proportion of type III noises in each
dataset. Our noisy corpora filtering method targets type
III and partial type II.

tering and alignment for low-resource conditions2:
Khmer⇒English (Km⇒En) and Pashto⇒English
(Ps⇒En), and (2) our in-house web crawled cor-
pora: Hebrew (He), Indonesian (Id), Korean (Ko),
Portuguese (Pt), and Spanish (Es) to Chinese (Zh).

4.1 Dataset

WMT20 corpus filtering task asks participants to
select different-scale subsets of high-quality sen-
tence pairs from the noisy data. The quality of
selected subsets is measured by the performance
of an NMT system trained on this data. This task
provides three kinds of data: (1) 4.17M Km⇒En
and 1.02M Ps⇒En noisy sentence pairs which par-
ticipants have to score for filtering, and (2) clean
parallel and monolingual data to train quality esti-
mation models that help the filtering task, and (3)
development and test sets used to evaluate transla-
tion systems trained on filtered data. Note that we
do not use the second part of the data and only ex-
periment with (1) and (3). We strictly follow Koehn
et al. (2020) to preprocess the raw data. For the
in-house corpora, we apply sentence pieces on to-
kenized text. We construct the vocabulary with
the size of 20k tokens where the source and target
languages are separately encoded.

The raw corpora are firstly filtered by heuristic
rules to remove extremely noisy sentence pairs. We
implement rule-based filtering as in Lu et al. (2020),
the details of which are listed in Appendix B.

A cursory review of the above corpora is given in
Figure 5. We categorize unparallel sentence pairs
into three types based on the level of misalignment:
(I) words, (II) phrases, and (III) the whole sentence.
We randomly sample 200 sentence pairs from each
preprocessed dataset and manually annotate them
with predefined labels based on their noise degrees.

2https://www.statmt.org/wmt20/parallel-corpus-
filtering.html

We find a high noise rate in the WMT20 corpora,
while noise types in in-house datasets are diverse.
These two kinds of datasets pose different chal-
lenges for our methods to filter noises accurately.

4.2 Settings
We strictly follow model configurations and evalua-
tion settings provided by WMT20 organizers. The
evaluation is done on subsets of two predefined
sizes, 5M and 7M English words. The most strik-
ing difference between participants and us is that
we simultaneously perform data filtering and model
training rather than “filter first and next train”.

For our in-house datasets, we experiment with
Transformer Base (Vaswani et al., 2017). More
details about experimental settings for WMT20 and
in-house datasets are given in Appendix C.

The choice of the threshold k is key to our meth-
ods. In practice, we rank 200 samples manually la-
beled with noise extents in Section 4.1 by R(x, y).
k is set based on different scenarios. If given the
remaining data size, i.e., WMT20 predefines the
size of selected data, we select the corresponding k
in 200 annotated samples by the ratio of remaining
data. In the WMT20 scenario, k is 2.75 and 2.45
for the 5M and 7M words setting in Km⇒En. For
Ps⇒En, k is 2.3 and 1.4 for those two settings. In
the case of no required size for the data left, we
set k based on the noise rate of annotated samples
and filter the noisiest samples ranking at the bottom.
For various noise rates in in-house datasets, k is 1.8
for He, Pt, Ko⇒Zh, 1.65 for Id⇒Zh, and 1.9 for
Es⇒Zh. We find that the model capacity affects the
value of R(x, y), making k differ greatly for exper-
iments on WMT20 and in-house datasets (model
parameters 47M vs. 68M). Besides, it is easy to see
that different language pairs have similar ranges of
R(x, y) under one experimental setting.

4.3 Main Results
To thoroughly compare with participants in the
WMT20 corpus filtering task, we report the perfor-
mance of two models ranking the top (Esplà-Gomis
et al., 2020; Lu et al., 2020) and the official base-
line LASER (Artetxe and Schwenk, 2019). The
best showings leverage the clean external parallel
and monolingual data to score each language pair,
whereas we do not use this part of the data.

Table 1 presents the performance of the NMT
model trained on participants’ selected subsets with
varying scales. Our proposed method yields com-
parable results with the best results in this competi-
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Methods Khmer⇒English Pashto⇒English

DEVT TEST DEVT TEST

Raw Data 1.1 1.3 6.6 4.3
+ Rule-based pre-filtering 4.2 4.5 9.7 7.4

LASER (Artetxe and Schwenk, 2019)* 7.1 / 6.7 8.4 / 8.6 9.7 / 9.7 7.7 / 8.2
UA-Prompsit (Esplà-Gomis et al., 2020)* 8.4 / 7.6 10.0 / 9.4 10.8 / 10.2 9.2 / 8.4
Alibaba (Lu et al., 2020)* 8.9 / 7.8 11.0 / 10.1 10.8 / 10.0 9.5 / 8.8

Norm-based corpus filering 8.3 / 7.5 9.8 / 9.3 10.9 / 10.4 9.5 / 8.4

Table 1: Translation results for WMT20 parallel corpus filtering task. BLEU scores are reported for systems trained
on subsets of the data (5M / 7M words), subsampled based on different quality scores. LASER scores are an
officially provided baseline. The best showing of this competition is by Alibaba, followed by UA-Prompsit. Other
submissions are at least 0.5 BLEU points behind these. * denotes that the results come from the cited paper.

Methods He⇒Zh Id⇒Zh Pt⇒Zh Ko⇒Zh Es⇒Zh AVE ∆

Raw Data 14.51 44.16 10.75 12.01 12.35 18.01 –
+ Rule-based pre-filtering 16.50 45.38 10.98 11.96 12.47 18.44 + 0.34

+ Norm-based corpus filering 16.66 45.93 11.25 12.58 12.61 18.71 + 0.70
+ Noisy label refurbishing 16.82 46.61 12.60 13.22 12.89 19.12 + 1.11

Table 2: Evaluation of translation quality for our in-house corpora using case-insensitive BLEU scores.

tion. It performs as well as the strongest competi-
tor in Ps⇒En and takes second place in Km⇒En,
showing our method’s effectiveness in identifying
noisy samples. Compared with them, our approach
has two main advantages: (1) no need for clean
parallel data, which is unavailable for low-resource
languages, and (2) low time and computation costs
achieved by incorporating data filtering and model
training into one process. We take Lu et al. (2020)
as an example. They ensemble eight models to
score each sentence pair, including dual bilingual
GPT-2 models (Radford et al., 2019), dual condi-
tional cross-entropy models (Junczys-Dowmunt,
2018), IBM word alignment models of two direc-
tions (Khadivi and Ney, 2005), and GPT-2 lan-
guage models of the source and target side. The
cost of training those models is high, while similar
costs have been also reported in other submissions.

Translation results on our in-house datasets are
shown in Table 2. The norm-based corpora filter-
ing outperforms the baseline by 2.15 (He⇒Zh),
1.77 (Id⇒Zh), 0.50 (Pt⇒Zh), 0.57 (Ko⇒Zh), and
0.26 (Es⇒Zh), respectively. It also exceeds the
rule-based filtering method. Moreover, based on
discovered unparallel sentence pairs, our noisy la-
bel refurbishing method yields improvements of
2.31, 2.45, 1.85, 1.21, and 0.54 BLEU scores on
He, Id, Pt, Ko, and Es⇒Zh. Besides, performing
online knowledge distillation only adds 9% train-
ing time to the baseline. It is acceptable concerning

performance gains obtained in this process.
We find that further benefits from our methods

vary across different datasets, which are minor in
He⇒Zh and Es⇒Zh but extremely significant in
Id⇒Zh and Pt⇒Zh. There are two main reasons
for that: the scale of the dataset and the noise rate.
A large-scale dataset in He⇒Zh makes it robust to
a high percentage of noises (Jayanthi and Pratapa,
2021). On the other hand, as seen in Figure 5, the
type III noise, which presents the most misaligned
sentence pairs, only accounts for 7% in Es⇒Zh,
which leads to low demand for noisy data filtering.

Notably, our method has a specific scope of ap-
plications. We do not suggest using noisy label
refurbishing when the noise rate3 exceeds 30%,
i.e., WMT20 datasets, for massive noises lead to
a weak baseline model. However, our norm-based
corpora filtering method still works in these cases.

Changes of IR(x,y)≤k During Training. R(x, y)
is a dynamic indicator based on current model be-
haviors. Figure 6 exhibits changes of the propor-
tion of IR(x,y)≤k and the accuracy of our proposed
methods. As the training progresses, our model be-
comes more competent with richer knowledge from
the teacher involved. The percentage of IR(x,y)≤k

increases rapidly at first and then flattens out, which
proves the stability of our metric.

3The ratio of sentence-level unparallel pairs. The criteria
of category is introduced in section 4.1.
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Figure 6: Changes of the proportion of IR(x,y)≤k on
Id⇒Zh during training and accuracy on the validation
set. We warm up the model for T = 3k steps and then
filter samples where IR(x,y)≤k = 1. The red line refers
to the left y-axis, and others refer to the right y-axis.

Methods He⇒Zh

Ours 16.82

Teacher model Last 16.52

Selective distillation
All 16.06
Half (rank-high) 15.87
Half (rank-low) 16.62

Distillation mode FT (sample) 15.76
FT (beam search) 16.56

Table 3: Comparisons of different knowledge distilla-
tion in He⇒Zh from three perspectives. The first two
types are both online distillation. “Last” means using
the last checkpoint as the teacher model. Selective distil-
lation is to choose different partition of distilled samples:
(1) All: the whole training set, (2) Half (rank-high): 50%
top of R(x, y), and (3) Half (rank-low): 50% bottom of
R(x, y). The third is offline distillation, Forward Trans-
lation (Zhang and Zong, 2016). “sample” and “beam
search” are two inference ways to get the synthetic data.

Variations of Knowledge Distillation. As afore-
said, we use the best checkpoint on the validation
set as the teacher model to distill located noisy sam-
ples only. It raises the question whether we have
better options for the teacher model or whether we
can conduct a wide range of knowledge distillation.
For comparison, we try more variations of knowl-
edge distillation and present results in Table 3. We
find that the best checkpoint is more competent
than the last one, which is largely similar to the
current model with limited complementary knowl-
edge to the student. For selective distillation, we
see that distilling the whole dataset is not a good
choice. The amount of teacher knowledge is not
“more is better” (Wang et al., 2021). It may induce
more noise, especially for a weak teacher model.
Among them, the bottom 50% of R(x, y) are in a
higher demand for distillation. Those samples with

He Zh
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3

R
(x

,y
)

Id Zh

 

Okay
Type I
Type II
Type III

Figure 7: R(x, y) of manually annotated samples with
varying noise degrees in section 4.1. Type I, II, and III
represent word-, phrase-, and sentence-level misalign-
ment, respectively. Type III and partial type II are our
target noisy samples that need to be filtered. The dashed
red line is the threshold k we set.

higher R(x, y) are likely with clean labels where
the teacher model is useless. The results show the
necessity of carefully selecting distilled samples in
the presence of noise.

Furthermore, our method is related to Forward
Translation (FT) (Zhang and Zong, 2016) for ex-
ploiting the monolingual data. They use the earlier
trained model as the teacher to translate source sen-
tences to target translation, and the obtained syn-
thetic corpora are fed to the student model trained
later. To study the usefulness of FT in our scenario,
we regard our proposed noisy data filtering method
as the teacher. Then, we split misaligned samples,
where R(x, y) ≤ k (1.01M in He⇒Zh), as mono-
lingual source sentences. The following steps are
in line with FT. From the last two lines in Table 3,
the synthetic data is of poor quality if generated by
sampling for a weak teacher model. Beam search
ensures good translations and performs better but is
computationally expensive. Unlike sentence-level
distillation, the word-level distillation in this paper
allows the transfer of local word distributions. It
eliminates the error propagated from the teacher
model, which is more suitable in the noise scenario.

5 Analysis

We conduct extensive analyses to evaluate the abil-
ity of R(x, y) to pinpoint unparallel sentence pairs.
We first examine whether R(x, y) can reflect the
overall degree of misalignment. From a more fine-
grained view, we explore the correlation between
the score γj at step j and linguistic properties.

5.1 Correlation with the Misalignment Degree
As previous, we filter sentence pairs where R(x, y)
is lower than the threshold k. To explore whether
filtered samples are indeed corrupted, we calcu-
late R(x, y) of annotated samples in section 4.1,
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Figure 9: γj versus the fertility of the target-side word
in He⇒Zh and Id⇒Zh.

which are categorized into four classes based on
the degree of misalignment. As shown in Figure 7,
R(x, y) is negatively correlated with the extent of
noises. Type III and part of type II noisy samples
are assigned with relatively lower R(x, y) where
too much target-side information is required to pre-
dict the translation. It indicates that our proposed
measurement is reflective of misalignment and suf-
ficient to filter unparallel sentence pairs for NMT.

5.2 Correlation with Linguistic Properties

As seen in Equation (6), the sentence-level R(x, y)
is averaged over γj at step j, which depicts whether
each target word corresponds to any source words.
This section studies the relation between γj and two
properties, syntactic roles and fertility. Chinese
sentences are POS tagged by jieba4. Fertility
reveals how many source tokens a target token is
aligned to, which is obtained by fast align (Dyer
et al., 2013) to extract bilingual alignment. Results
are reported on the validation set.

As shown in Figure 8, content words are in great
need of the source context, thus leading to a higher
γj . However, content-free words, like punctuation
and determiner, mainly rely on the target-side in-
formation, where γj is significantly below average.
Furthermore, the value of γj is positively related
to the fertility of the target word. As illustrated in
Figure 9, the prediction of the target token aligning
to more source words relies more on the source sen-
tence, thus leading to a higher γj . These findings
fully show the rationality of our proposed metrics.

4https://pypi.org/project/jieba/

6 Related Work

Many web-crawled data for training the NMT sys-
tem are so noisy that we should select the high-
quality subset. In this section, we first review re-
cent advances in noisy corpora filtering for NMT.
As we treat the discovered noisy data as unlabeled
monolingual data to distill in this paper, another
related work is knowledge distillation in NMT.

6.1 Parallel Corpus Filtering
There is a rich body of work on filtering out noises
in parallel data. Xu and Koehn (2017) construct
the noisy synthetic data (inadequate and non-fluent
translations) and train a classifier to distinguish
good from the bad. Açarçiçek et al. (2020) follow
this idea with a classifier based on a multilingual
version of the RoBERTa (Conneau et al., 2020).
Many other studies employ different bilingual and
monolingual language models to score the sentence
pairs (Lu et al., 2020; Esplà-Gomis et al., 2020),
which are data-hungry and time-consuming in prac-
tice. Unlike them, our method does not use external
data and yields comparable results. Also, we per-
form data filtering and model training in one stage
to reduce time and computation costs.

6.2 Knowledge Distillation in NMT
Knowledge distillation transfers the knowledge
from the teacher to the student model. It is widely
studied in NMT to obtain a lightweight and effec-
tive model. Kim and Rush (2016) use an offline
large-capacity NMT system as the fixed teacher
model, which is also extended to multilingual
NMT (Tan et al., 2019). Instead, the same-capacity
teacher model is used in Zhang and Zong (2016);
Sennrich et al. (2016). Such approaches need mas-
sive clean data for training an accurate teacher
model, which is impractical in the limited noisy cor-
pora. Another line of work applies self-distillation
to NMT using the current or history model as the
teacher model (Wei et al., 2019; Hahn and Choi,
2019), updating the distilled knowledge as a better
model comes. Here, we focus on a new scenario
where self-distillation is employed to relabel the
noisy samples in the training of the noisy corpora.

7 Conclusion

This paper presents a novel norm-based noisy cor-
pora filtering and refurbishing method. We propose
to use the information ratio from the source to the
target side to distinguish unparallel sentence pairs.
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The amounts of these two information flows are
calculated by norms of context vectors of each side.
Unlike parallel sentence pairs, the excessive target-
side information is needed for the model to fit un-
parallel ones, which present relatively lower scores.
We incorporate the noisy corpora filtering into the
training of NMT without any extra clean data or
costly pre-trained scorers. Extensive experiments
show that our method performs comparably with
SOTA results with significant advantages in time
and computational costs. We further refurbish the
discovered noisy data by producing pseudo labels
via online knowledge distillation, which obtains
further performance gains.

8 Limitations

Our methods have a specific scope of applications
due to the methodology design. As highlighted in
Section 3, the basis of our approach is the differ-
ence in how the model processes unparallel and
parallel sentence pairs. Thus, it cannot work well
when a large extent of noise makes the NMT model
hard to converge. We take Nepali-English in WMT
2019 shared task on parallel corpus filtering and
alignment5 as an example. By sampling inspec-
tion, we find that 89.4% of the dataset is wholly
misaligned after pre-processing. It is unstable to di-
rectly train an NMT model with the whole dataset,
which results in our worse performance than the
best showing (2.2 BLEU vs. 3.2 BLEU). In this
case, extra clean data or resources of similar lan-
guages are necessary to build a competent scorer.
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# Sentence pairs WMT 2020 In-house datasets

Km-En Ps-En He-Zh Id-Zh Es-Zh Pt-Zh Ko-Zh

Raw data 4.17M (58.35M) 1.02M (11.55M) 5.72M 3.17M 1.50M 1.10M 1.00M
+ Rule-based pre-filtering 1.13M (20.27M) 0.49M (7.78M) 5.05M 2.49M 1.16M 0.90M 0.88M

Table 4: Statistics of preprocessed data. We list the number of English words in parentheses in WMT20 datasets.

A Norm-based Word Importance
Measurement

We present the relation between the norm of cL−1
i

and token frequency in Figure 10. We can see that
the norm of cL−1

i decreases with a high word fre-
quency. Moreover, the distribution of blue dots
(function words) is lower than that of green dots
(content words). It indicates that words with more
diverse semantics receive higher norms. The ob-
servations in Figure 3 and 10 show that we can
infer how much information is encoded in word
representations from the perspective of norms.

100 1000 1e+04 1e+05 1e+06
Token Frequency

10

15

20

Th
e 

L 2
 N

or
m

 o
f c

L
1

j

overall trendline
content words
function words

Figure 10: The L2 norm of cL−1
j versus token frequency

of English words in the LDC Chinese-to-English vocab-
ulary labeled content words (green dots) and function
words (blue dots). This produces a downward trendline.

B Rule-based Pre-filtering

Following Lu et al. (2020), we apply a series of
heuristic rules to filter the low-quality sentence
pairs, which includes:

• The length of the sentence. The too short (≤
2 words) or too long (> 50 words) sentences
will be removed.

• The length ratio of the source sentence to the
target sentence. The ratio is set between 0.2
to 5 for all language pairs.

• The proportion of valid tokens. A valid token
should include the letters in the corresponding
language. The sentence is dropped if the valid-
token ratio is less than 0.2.

• Language filtering. We detect the language of
a sentence by using a language detection tool
fasttext. It helps remove the sentence pairs if
either the source or the target sentence does
not belong to the required language.

• URLs or numbers. We remove the sentence
which contains URLs or more than 25% nu-
merical tokens.

The size of data after ruled-based pre-filtering is
given in Table 4. We find that WMT20 datasets are
very noisy, where around 72.66% of Km-En and
51.96% of Ps-En are filtered out. The noise rate
in He-Zh is relatively lower. As shown in Table 1,
pre-filtering is necessary to relieve stress for the
following filtering method.

C Experimental Settings

For WMT20 datasets, we strictly follow the model
configuration and evaluation settings provided by
the WMT20 organizers (Koehn et al., 2020). It in-
cludes five stacked encoder layers and five stacked
decoder layers. During training, we use Adam op-
timizer with β1 = 0.9, β2 = 0.998, an inverse sqrt
learning rate of 4,000 warm-up steps, and dropout
is 0.4. All experiments last for 100 epochs with a
single GPU, where the batch size is 4000 tokens.
We accumulate the gradient of parameters and up-
date every 4 steps. Scores on test sets are reported
by case-insensitive Sacrebleu (Post, 2018).

For our in-house datasets, we experiment with
Transformer Base (Vaswani et al., 2017). During
training, we use label smoothing of value ϵls = 0.1
and employ the Adam (β1 = 0.9, β2 = 0.998) for
parameter optimization with a scheduled learning
rate of 4,000 warm-up steps. The training lasts
150k for He⇒Zh and Id⇒Zh, 100k for the other
three. We average the last ten checkpoints and
use beam search (beam size 5, length penalty 1.2)
for inference. We measure case-insensitive BLEU
calculated by multi-bleu.perl.

Our method introduces two hyper-parameters.
The first one is the warm-up step T to ensure the
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stability of our metric, and the second is the thresh-
old k to determine the amount of the filtered data.
For the former, we observe that our proposed met-
ric reaches a stable range after several thousand
steps and thus set T = 3k. As aforesaid in Sec-
tion 4.2, we determine the threshold k based on
the percentage of the remaining data if given the
required size of selected subsets. We take Ps-En
as an example. The dataset after rule-based fil-
tering contains 7.78M English words. Thus, we
should remove 10% and 35% of the data to obtain
the 5M and 7M words settings. We determine the
threshold k as the lower decile in the R(x, y) of
200 annotated samples for 10% removal, similar to
35%.
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