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Abstract

Legal judgment prediction (LJP) is a funda-
mental task in legal AI, which aims to assist the
judge to hear the case and determine the judg-
ment. The legal judgment usually consists of
the law article, charge, and term of penalty. In
the real trial scenario, the judge usually makes
the decision step-by-step: first concludes the
rationale according to the case’s facts and then
determines the judgment. Recently, many mod-
els have been proposed and made tremendous
progress in LJP, but most of them adopt an end-
to-end manner that cannot be manually inter-
vened by the judge for practical use. Moreover,
existing models lack interpretability due to the
neglect of rationale in the prediction process.
Following the judge’s real trial logic, in this pa-
per, we propose a novel Rationale-based Legal
Judgment Prediction (RLJP) framework. In the
RLJP framework, the LJP process is split into
two steps. In the first phase, the model gener-
ates the rationales according to the fact descrip-
tion. Then it predicts the judgment based on
the fact and the generated rationales. Extensive
experiments on a real-world dataset show RLJP
achieves the best results compared to the state-
of-the-art models. Meanwhile, the proposed
framework provides good interactivity and in-
terpretability which enables practical use.

1 Introduction

Deep learning methods, especially the natural lan-
guage process (NLP) techniques, have been em-
ployed to benefit the legal assistant systems in
several aspects, such as controversy focus mining
(Duan et al., 2019) and court hearing conversation
generation (Ji et al., 2020). As one of the most
important components of the judicial process, the
task of legal judgment prediction (LJP) has been
studied for decades (Kort, 1957; Keown, 1980; Lin
et al., 2012; Chalkidis et al., 2019; Ma et al., 2021).
LJP is defined to predict the judgment results (e.g.,
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law article, charge, and term of penalty) of legal
cases according to the fact descriptions. In the real
trial scenario, as Fig. 1 shows, the judge makes the
decision step-by-step: first concludes the rationale
according to the case’s facts and then determines
the judgment. However, most existing methods
focus on designing efficient features following an
end-to-end framework (Luo et al., 2017; Zhong
et al., 2018) while neglecting the necessity for a
system to be interactive and interpretable in real
trial scenarios.

To improve the practicality and effectiveness of
LJP methods in real world applications, we face the
following challenges: 1) The prediction process
cannot be manually intervened: Legal tasks usu-
ally require high accuracy, but current LJP methods
are commonly designed as an end-to-end manner
in which the reasoning part is a “blackbox”. In
practical use, the judge is hard to intervene the trial
logic during the prediction process, which may
amplify the error and reduce the applicability of
the method. 2) The predicted judgment lacks
interpretability: The lack of interpretation is a
common problem for deep learning models. How-
ever, it is especially important in the judicial field
since every judgment should be given with a thor-
ough explanation of reasoning to make the verdict
more convincing.

Following the judge’s trial logic, in this paper,
we propose a novel Rationale-based Legal Judg-
ment Prediction (RLJP) framework to incorporate
the rationale into the LJP task. In the RLJP frame-
work, the LJP process is divided into two steps. In
the first step, it generates the charge rationale and
penalty rationale respectively according to the fact
description. Next, it predicts the judgment based
on the fact and the corresponding rationales gener-
ated in the first step. Moreover, with the proposed
TOPATT mechanism, our framework is able to bet-
ter connect the two steps and also learn the topolog-
ical dependencies among the three subtasks of judg-

4787



Fact
Description

After the hearing, the court held the facts as follows: on December 3, 2014, the defendant A went to
victim B's house and said he wanted to borrow B's money. But B refused, so A pushed B to the ground,
bound B with a red soft cloth belt, and robbed B's cash of 1100. After the case, the parents of the
defendant A returned 1100 yuan to B. On December 7, 2014, the defendant A surrendered to the court.

Rationale

Charge
Rationale

For the purpose of illegal possession, the defendant A forcibly robbed B’s property
by means of violence.

Penalty
Rationale

After the case, the defendant A voluntarily surrendered and actively returned the
stolen goods, and may be given a lighter punishment as appropriate.

Judgment

LawArticle Article 263
Charge Robbery

Term of Penalty 42 months

Figure 1: An example of a robbery case. Given the fact description, the judge will elaborate the charge rationale to
determine the charge and the penalty rationale to determine the term of the penalty. In addition, the reference law
article will be indicated.

ment perdition. The advantages of this framework
lie in its interactivity and interpretability. When
the generated rationales are not completely correct,
manual intervention can be taken to modify the
generated rationale so as to change the predicted
judgment. Meanwhile, the generated rationales can
naturally serve as an explanation for the predicted
judgment.

Since there is no public available legal document
dataset that can directly support our experiments,
we process the dataset released in the LAIC 2021
competition 1 through the guidance of legal experts.
Extensive experiments demonstrate that our RLJP
framework achieves sufficient applicability (e.g.,
interactivity and interpretability) with prediction
accuracy improvement.

To sum up, our contributions are as follows:
• We investigate the problem of legal judgment

prediction from the perspective of interactivity
and interpretability.

• Simulating the judge’s trial logic, we propose a
novel rationale-based legal judgment prediction
(RLJP) framework that splits the LJP process
into two steps: rationale generation and judgment
prediction.

• We demonstrate the effectiveness of RLJP in
terms of both quantitative metrics and human
evaluation. The experiments on a real-world le-
gal document dataset show that our framework
provides both interactivity and interpretability
for practical use. Moreover, compared to SOTA
models, it achieves best results on the task of
legal judgment prediction, especially for the low
frequency cases that RLJP outperforms the best

1https://data.court.gov.cn/pages/
laic2021.html, originally from https://wenshu.
court.gov.cn/

baseline at a bigger margin.

• To help the reproducibility of proposed method,
we make the code and dataset publicly available2.

2 Related Work

2.1 Legal AI

Legal Artificial Intelligence (LegalAI) focuses on
applying the technology of artificial intelligence,
especially natural language processing, to bene-
fit tasks in the legal domain (Zhong et al., 2020).
In recent years, many researchers from both law
and computer science fields have been exploring
the potential and methods to perform judicial deci-
sions and auxiliary tasks, aiming at helping lawyers
and judges. Legal judgment prediction is the most
common task in LegalAI (Chalkidis et al., 2019),
where the model should predict the judgment re-
sults according to the case’s fact description. Be-
sides, there are also works on controversy focus
mining (Duan et al., 2019), legal questions classi-
fication (Xiao et al., 2017), relevant case retrieval
(Chen et al., 2013) and so on.

2.2 Legal Judgment Prediction

Legal judgment prediction aims to predict the judg-
ment of legal cases according to the fact descrip-
tions and has been studied for decades (Kort, 1957;
Lin et al., 2012; Ma et al., 2021). The methods
of earlier years are rule-based that require man-
ually extracted features (Keown, 1980), which is
simple and reliable, but the cost of extracting fea-
tures is high. In recent years, deep learning has
been proven to be effective in many domains (Shen
et al., 2021; Liu et al., 2021, 2022; Li et al., 2022;
Zhang et al., 2022). Thus, deep learning methods

2https://github.com/wuyiquan/RLJP
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On December 3, 2014, 
the defendant A went 
to B‘s house and said 
he wanted to borrow 
B’s money. But B 
refused to borrow, so 
A pushed B to the 
ground, bound B with 
a red soft cloth belt, 
and robbed B‘s cash of 
1100…

Fact Description

For the purpose of illegal possession, the 
defendant A forcibly robbed B’s property by 
means of violence.

Charge Rationale

After the case, the defendant A voluntarily 
surrendered and actively returned the stolen 
goods, and may be given a lighter punishment 
as appropriate.

Penalty Rationale

𝐆𝐞𝐧𝐞𝐫𝐚𝐭𝐨𝐫𝐜𝐫

𝐆𝐞𝐧𝐞𝐫𝐚𝐭𝐨𝐫𝐩𝐫

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒂

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒄

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒑

Rationale Generation Module Judgment Prediction Module

18 
months

Robbery

Article
263

Term of Penalty

Charge

Law Article

TOPATT

Att Att

Att

Figure 2: The overall framework of RLJP, which consists of a rationale generation module and a judgment prediction
module. TOPATT mechanism (Sec.4.2.1) is proposed to better connect the two modules and learn the topological
dependencies among the three subtasks of judgment prediction.

have also been applied to LJP and have achieved
better performance (Zhong et al., 2020). In the
meantime, these data-driven methods require far
less labor. Luo et al. (2017) utilized an attention
mechanism to integrate the prediction of law arti-
cles and charges. Zhong et al. (2018) considered
the multiple predictions from the perspective of
topology. Yue et al. (2021b) investigated the prob-
lem of rationale generation by fusing the generation
and prediction. In such setting, however, if the gen-
erated rationales are inappropriate, they can’t be
manually intervened to revise the predicted judg-
ment.

In this paper, following the judge’s trial logic, we
propose a RLJP framework to achieve both interac-
tivity and interpretability with prediction accuracy
improvement.

2.3 Rationale Models

With the increasing popularity of machine learn-
ing, understanding the reason for the prediction
results becomes more and more important, espe-
cially when the model performs as a “blackbox”
such as neural networks. Since there is no reso-
lution in sight for explaining “blackbox” models,
rationale models that self-explain while making de-
cisions are often favored (Zheng et al., 2021). Lei
et al. (2016) defines the rationale as some key sen-
tences extracted from the input text and uses these
extracted sentences to make predictions. Carton
et al. (2018) introduces an adversarial method for
producing high-recall explanations of neural text
classifier decisions. Yu et al. (2019) introduces an
introspective model which explicitly predicts and
incorporates the outcome into the selection pro-
cess. Chang et al. (2019) proposes a method to
identify both factual and counterfactual rationales

consistent with human rationalization. Yu et al.
(2021) uses an additional attention-based predictor
to overcome the concavity barrier of the extraction.

However, limited by the input text, these
extraction-based rationale models are not practi-
cal and readable enough for users (Carton et al.,
2020). In this paper, the rationales are generated
from the input (fact description), and can be easily
read and interpreted by the human judges.

3 Problem Formulation
In this work, we explore the problem of legal judg-
ment prediction. We first clarify the definitions of
the terms as follows.

Fact description consists of several descriptive
sentences, which describes the identified facts (e.g.,
relevant events occurred in a case). Here, we denote
the fact description as f = {wf

t }
lf
t=1, where lf is

the number of words in fact description.
Rationale is concluded from the fact description

in order to determine and interpret the judgment.
Notably, there exists corresponding rationales for
both charge and term of penalty, named as charge
rationale and penalty rationale respectively. Here,
we denote the charge rationale as cr = {wcr

t }lcrt=1

and penalty rationale as pr = {wpr
t }lprt=1, where lcr

is the number of words in charge rationale and lpr
is the number of words in penalty rationale.

Judgment includes the referred law articles, the
charge and the term of penalty, which is determined
by the judge according to the fact and rationales.
Here, we denote the referred law article as a, the
charge as c, and the term of penalty as p. The
law article and the charge are in the form of labels,
and the term of penalty is represented in months
(numerical values).

In this work, we follow a “biomimic” design
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by simulating the thinking logic of judges when
making decisions. We take the rationale into con-
sideration, then the problem is defined as:

Problem 1 (Legal Judgment Prediction). Given the
fact description f , our task is to generate the ratio-
nales (cr, pr) and predict the judgment (a, c, p).

4 Rationale-based Legal Judgment
Prediction (RLJP) Framework

In this section, we describe our rationale-based
legal judgment prediction (RLJP) framework in de-
tail. Fig. 2 shows the overall infrastructure of the
proposed framework. It consists of a rationale gen-
eration module and a judgment prediction module.
The generation module takes the fact description
as input; the prediction module takes the fact de-
scription and the output of the generation module
as input. Since the two modules work separately,
when the generated rationales contain mistakes,
manual intervention can be taken to make correc-
tions before judgment prediction.

4.1 Rationale Generation Module

The rationale generation module aims to generate
the charge rationale and penalty rationale according
to the fact description.

4.1.1 Generation Model
The generation model takes the fact description as
input and outputs rationales. We adopt two com-
mon generation models here:
• BART (Lewis et al., 2020) is a Transformer-

based pretraining sequence-to-sequence model.
Given the input f , the bidirectional encoder will
encode it and pass it to an autoregressive generator.
• PGN (See et al., 2017) is a LSTM-based neural

language generation model. The encoder will first
encode the input, then an attention operation will
be taken to integrate the input.

4.1.2 Generation Mode
The generation mode is independent of the gen-
eration model, so the generation models and the
generation modes can be combined arbitrarily. We
employ two generation modes here.

Separate generation mode (SGM). The input
will be fed into two encoders: one for charge ratio-
nale generation, and the other for penalty rationale
generation.

Joint generation mode (JGM). The two gener-
ators share one encoder.

4.2 Judgment Prediction Module
The judgment prediction module aims to predict
the judgment based on the fact description and ra-
tionales. Firstly, we use three encoders that encode
the fact description f , the charge rationale cr and
the penalty rationale pr to get the corresponding
sequences of hidden states hf , hcr and hpr:

hf = Encoder(f),

hcr = Encoder(cr),

hpr = Encoder(pr),

(1)

and we use a mean pooling to get the correspond-
ing sentence-level representation hf , hcr and hpr.
Here, the encoder is replaceable.

4.2.1 TOPATT Mechanism
In practice, the judge will first decides the law ar-
ticles, and then determines the charges according
the law articles. Based on the referred law articles
and the charges, the judge further concludes the
term of penalty. Such topological dependencies
among the three subtasks of legal judgment perdi-
tion have been have been applied in previous work
Zhong et al. (2018). Different from the way that
the dependencies are modeled on the decoder side,
we propose a TOPATT mechanism during encod-
ing process to integrate the inputs (e.g. fact and
rationales) and learn the topological dependencies
among the subtasks. Specifically, the charge ratio-
nale will conduct an attention operation on the fact
description and the penalty rationale will perform
an attention operation on the fact description and
the charge rationale successively. The correspond-
ing representation of charge rationale hcrtopatt and
penalty rationale hprtopatt is calculated as follow:

hcrtopatt = Att(hcr, hf ),

hprtopatt = Att(hcr,Att(hpr, hf )).
(2)

Att(x, y) means do the attention operation in Bah-
danau et al. (2015) on x and y, which is calculated
as follow:

ei = vT tanh (Wxxi +Wyy + b) ,

q = softmax (e) ,
(3)

where v, Wx, Wy, b are learnable parameters. The
output of Att(x, y) is a weighted sum of x:

xatt = Att(x, y) =
∑

i

qixi. (4)

4.2.2 Judgment Prediction
Given the representation of the input, the three
predictors predict the corresponding results. For
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the classification task (e.g., law articles and charge
prediction), a fully connected layer and a softmax
operation are employed in the predictor to get the
probability distribution of the labels. As for the
estimation of term of penalty, which is a regression
task, it predicts the exact number through a fully

Consequently, the probability distribution of law
articles Pa and charges Pc are calculated as:

Pa = softmax(FC(hf )),

Pc = softmax(FC(hcrtopatt)),
(5)

And the term of penalty ppred is given by:

ppred = round(FC(hprtopatt)). (6)

4.3 Training and Inference
The training processes of rationale generation and
judgment prediction are independent. In the train-
ing of prediction module, the rationales are the
ground truth of rationales.

We adopt the negative log-likelihood loss to op-
timize the generation module. For the charge ra-
tionale generator, the loss for time step t is the
negative log-likelihood of its target word wcr

t :

Lcr
t = −logP (wcr

t ), (7)

and the generation loss of the charge rationale gen-
erator is:

Lcr =
1

T

T∑

t=0

Lcr
t , (8)

where T is the length of the charge rationale. The
loss of the penalty rationale generator Lpr is calcu-
lated in the same way. The overall generation loss
is:

Lgen = Lcr + Lpr. (9)

For the judgment prediction module, cross-
entropy is employed as the loss function for the
classification task and log square error is utilized
as the loss function for the regression task.

The loss of law article predictor La is given by:

La = −
na∑

i=1

yi log
(
Pa(i)

)
, (10)

where yi = 1 when i = a, otherwise, yi = 0. a
is the referred law article and na is the number of
law articles. The loss of the charge predictor Lc is
calculated in the same way as La.

The loss of penalty predictor Lp is computed as:

Lp = square(log(ppred+1)− log(p+1)), (11)

Type Result
# Sample 89768
# Law Article 95
# Charge 48
Avg. # tokens in fact description 402.3
Avg. # tokens in charge rationale 84.2
Avg. # tokens in penalty rationale 67.7

Table 1: Statistics of dataset.

where p is the real penalty. The overall prediction
loss is:

Lpred = La + Lc + Lp. (12)

At the inference stage, the generation module
will generate the rationales first, then the prediction
module will take the generated rationales as the
input. To achieves the interactivity, after the gener-
ation, manual intervention can be taken to correct
the rationales before the prediction.

5 Experiments

5.1 Dataset

Since there is no public available legal document
dataset that can directly support our experiments,
we process the dataset released in LAIC2021 com-
petition3 to get the rationales for training through
the guidance of the legal experts as following steps:
1) Use keywords to extract the charge rationales
and penalty rationales from the court’s view auto-
matically and objectively4. 2) Remove cases with
too short rationales.

The dataset statistics are shown in Tab. 1. We
randomly separate the dataset into a training set, a
validation set, and a test set according to a ratio of
8 : 1 : 1.

5.2 Metric

5.2.1 Automatic Evaluation
Accuracy of rationale generation. To evalu-
ate the performance of the generation, we adopt
ROUGE and BLEU as the metrics. ROUGE5 is a
commonly used metric in the NLP task. We keep
the results of ROUGE-1, ROUGE-2, and ROUGE-
L. BLEU6 (Papineni et al., 2002) is an automatic

3The origin dataset contains fact description, court’s view
and judgment results. Court’s view contains rationales con-
cluded from the fact. All the personal information is hidden.

4For example, the charge rationales are elaborated between
two keywords: “The Court held that the defendant” and “The
behavior has constituted”, so the charge rationale can be ex-
tracted by matching the two keywords.

5https://pypi.org/project/rouge/
6http://www.nltk.org/api/nltk.test.

unit.translate.html
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𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒂

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒄

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒑

Fact Description

Charge Rationale

Penalty Rationale

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒂

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒄

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒑

Fact Description

Charge Rationale

Penalty Rationale

a) Straightforward Mode b) Concatenate Mode

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒂

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒄

𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐨𝐫𝒑

Fact Description

Charge Rationale

Penalty Rationale

c) Attention Mode

Att

Att

Figure 3: The other three integration modes of rationale.

Methods
Charge Rationale Penalty Rationale

ROUGE BLEU ROUGE BLEU
R-1 R-2 R-L B-1 B-2 B-N R-1 R-2 R-L B-1 B-2 B-N

C3VG (Yue et al., 2021b) 67.5 48.8 65.8 67.8 61.8 57.4 50.3 31.5 45.6 47.0 40.2 34.2
BART-SGM 58.6 45.6 55.6 60.8 53.9 49.0 45.8 28.3 41.5 37.5 31.4 27.1
BART-JGM 61.1 47.9 58.1 63.4 56.5 51.6 42.2 23.6 36.2 40.7 32.9 27.2
PGN-SGM 75.5 66.4 74.0 76.0 71.6 68.8 58.3 42.2 53.3 54.7 48.0 42.7
PGN-JGM 78.2 68.4 76.1 77.5 73.1 70.1 62.3 45.4 56.8 58.3 51.6 46.0

Table 2: Results of rationale generation.

Methods
Charge

Rationale
Penalty

Rationale
Cons. Flu. Cons. Flu.

C3VG 3.75 4.04 3.03 3.69
BART-SGM 3.80 3.86 3.12 3.56
BART-JGM 3.82 3.90 3.20 3.61
PGN-SGM 4.02 4.60 3.35 3.98
PGN-JGM 4.05 4.45 3.41 4.03

Table 3: Results of human evaluation.

evaluation for text generation tasks that highly cor-
relates with human evaluation. We keep the result
of BLEU-1 and BLEU-N(an average of BLEU-1,
BLEU2, BLEU-3, and BLEU-4).

Accuracy of judgment prediction. To evaluate
the performance of the prediction, we calculate
the Micro-F1 (Mi-F1) and Macro-F1 (Ma-F1) for
classification tasks (e.g., law article prediction and
charge prediction). For the regression task (e.g.,
term of penalty prediction), we use log distance
(Log-Dis) and Acc-25 to evaluate. The Log-Dis is
calculated by log(|ptrue − ppredict| + 1). Acc-25
is proposed in the LAIC 2021 competition where
the predicted value will be considered as correct if
it is within the upper and lower 25% range of the
correct value.

5.2.2 Human Evaluation
We conduct a human evaluation to better ana-
lyze the quality of the generated rationales. First,
we randomly sample 500 test cases, for each
case, we present generated rationales from each
method and the corresponding predicted judgment

2.2
2.25
2.3
2.35
2.4
2.45
2.5
2.55
2.6
2.65
2.7

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

61.1 67.5 78.2
ROUGE-1

Charge Mi-F1

Charge Ma-F1

Penalty Acc25

Penalty Log-Dis ↓

Figure 4: The relevance of the ROUGE-1 score and the
performance of judgment prediction in RLJP(CNN).

of RLJP(CNN)7 with the ground truth to 5 human
annotators with legal backgrounds. The evaluation
is conducted following two perspectives: (1) Con-
sistency level. Given the predicted results, annota-
tors are asked to give a score on the consistency of
the generated rationales (e.g., whether the penalty
rationale is consistent with the predicted term of
penalty). (2) Fluency level. Annotators are asked
to give a score on the fluency of the generated ra-
tionales. For each perspective, 1 denotes the lowest
score while 5 denotes the best score.

5.3 Baselines
We employ the following legal judgment prediction
methods as baselines for comparison:

DPCNN (Johnson and Zhang, 2017) proposes
a low-complexity deep CNN for text classification
which can effectively model long-term dependen-
cies in text. BERT (Devlin et al., 2019) is a masked

7We shuffle all the results to be fair for all the methods.
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Modes Charge Term of Penalty Law Article
Mi-F1 Ma-F1 Log-Dis↓ Acc25 Mi-F1 Ma-F1

Fact-only 93.01 70.74 2.391 29.05 91.57 45.12
Straightforward 93.96 75.32 2.766 18.44 91.57 45.12
Concatenate 93.81 73.56 2.390 27.92 92.41 47.68
Attention 94.43 75.76 2.466 27.39 91.83 46.99
TOPATT 94.72 77.89 2.365 31.69 93.62 51.76

Table 4: Judgment prediction results of RLJP(CNN) based on different rationale integration modes.

Methods Charge Term of Penalty Law Article
Mi-F1 Ma-F1 Log-Dis↓ Acc25 Mi-F1 Ma-F1

CNN (LeCun et al., 1989) 93.01 70.74 2.391 29.05 91.57 45.12
LSTM (Sutskever et al., 2014) 93.87 70.12 2.328 31.19 92.49 45.07
Transformer (Vaswani et al., 2017) 94.39 76.66 2.448 26.35 93.40 48.84
DPCNN (Johnson and Zhang, 2017) 94.83 73.77 2.367 28.16 92.61 46.79
TopJudge (Zhong et al., 2018) 94.69 76.22 2.281 31.81 93.17 48.79
BERT (Devlin et al., 2019) 94.89 76.99 2.319 31.49 93.43 48.41
RoBERTa (Liu et al., 2019) 94.71 78.22 2.293 32.10 94.01 48.87
LADAN (Xu et al., 2020) 94.73 78.24 2.262 32.60 94.52 53.46
NeurJudge (Yue et al., 2021a) 94.39 77.47 2.288 31.91 92.35 52.94
C3VG (Yue et al., 2021b) 90.41 77.09 - - - -
RLJP(CNN) 94.72 77.89 2.365 31.69 93.62 51.76
RLJP(LSTM) 94.48 76.96 2.405 29.67 94.50 52.69
RLJP(Transformer) 95.21 79.94 2.265 33.15 95.10 55.81
RLJP(Intervention) 99.18 93.14 1.962 48.95 95.10 55.81

Table 5: Results of judgment prediction. Note that PGN-JGM is adopted for rationale generation in RLJP.

language modeling (MLM) pretraining method that
is pre-trained on a large corpus and fine-tuned on
the downstream task. RoBERTa (Liu et al., 2019)
is a robustly optimized BERT pretraining approach
that carefully measures the impact of many key
hyperparameters and training data size. TopJudge
(Zhong et al., 2018) formalizes the dependencies
among the subtasks of LJP and makes judgment
predictions through topological learning. Neur-
Judge (Yue et al., 2021a) splits the fact descrip-
tion into two parts and encodes them separately.
LADAN (Xu et al., 2020) uses a graph distillation
operator to extract discriminative features for dis-
tinguishing confusing law articles. C3VG (Yue
et al., 2021b) fuses the rationale generation and
charge prediction, where the generated rationales
are not interactive.

We use CNN (LeCun et al., 1989), LSTM
(Sutskever et al., 2014) and Transformer (Vaswani
et al., 2017) to implement the RLJP framework re-
spectively. To simulate the human intervention, we
use real rationales to replace the generated ratio-
nales in RLJP (Intervention).

Moreover, to evaluate the effectiveness of the
proposed TOPATT mechanism, we compare it with
the other three integration modes for rationale (see
Fig. 3), which are described in Appendix A.1 in
detail.

5.4 Experiment Results

We analyze the experimental results in this section,
and the parameter settings are shown in Appendix.

Results of rationale generation: From Tab. 2
and Tab. 3, we have the following observations:
1) Joint generation mode (JGM) achieves better
performance than the separate generation mode
(SGM), which indicates the shared encoder has a
promoting effect on rationale generation. 2) The
performance of charge rationale generation is bet-
ter than that of penalty rationale generation, which
may be owing to the complexity of the discourse
of penalty rationale. 3) The performance of PGN-
JGM is better than C3VG, which proves the ad-
vantage of splitting the rationale generation and re-
sult prediction. 4) The Kappa coefficient between
any two human annotators is over 0.78 (substantial
agreement), which indicates the quality of human
evaluation.

Fig. 4 proves that the better the generated ra-
tionales are (see the horizontal axis of ROUGE-
1 score), the greater it benefits for the judgment
prediction (see the increased performance of the
corresponding subtasks in judgment prediction).
We thus choose the PGN-JGM in the follow-up
experiments for judgment prediction.

Results of judgment prediction: According
to the results shown in Tab. 4, we can conclude
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Methods Highest-10 (80.50%) Lowest-10 (0.88%) Lowest-15 (1.86%) Lowest-20 (3.25%)
Mi-F1 Ma-F1 Mi-F1 Ma-F1 Mi-F1 Ma-F1 Mi-F1 Ma-F1

LADAN 96.57 95.37 51.16 45.30 59.28 53.45 69.1 62.04
RLJP(Transformer) 97.05 95.54 59.49 51.49 62.87 57.64 72.94 65.97

Table 6: Comparison of the performance between high-frequency charges and low-frequency charges.

Fact
Description

After hearing, it was found that from August 2012 to October 2013, the defendant A cheated the victim B
for a total of 166000 yuan on the grounds that he could help the victim B handle the case of lighter
punishment for the production and sale of fake and shoddy products by his relatives. After the incident, the
defendant A voluntarily surrendered and returned 100000 yuan to the victim B.

Rationale

Charge
Rationale

GT
The court held that the defendant A, for the purpose of illegal possession, used the
means of fabricating facts and concealing the truth to defraud others' property for many
times, with a huge amount, and his behavior constituted the crime of fraud.

GEN
The court held that the defendant A made up facts, concealed the truth and defrauded
others' property for the purpose of illegal possession. The amount was large, and his
behavior constituted the crime of fraud.

Penalty
Rationale

GT The defendant A voluntarily surrendered after the case and truthfully confessed the
facts of the crime,may be given a lighter punishment.

GEN The defendant A confessed the facts of his crime.

GT CNN LADAN RLJP(CNN) RLJP(Intervention)

Judgment

LawArticle Article 262 Article 262 ✅ Article 262 ✅ Article 262 ✅ Article 262 ✅
Charge Fraud Robbery ❌ Robbery ❌ Fraud ✅ Fraud ✅

Term of Penalty 36 months 32 months ❌ 30 months ❌ 42 months ❌ 36 months ✅

Figure 5: Case study. GT refers to the ground truth and GEN refers to the generated results.

that: 1) Compared to the Fact-only mode that uses
the fact as the only input, the utilization of ratio-
nale can benefit all the subtasks of the judgment
prediction. 2) TOPATT achieves the best perfor-
mance compared to other three integration modes,
which indicates that constructing the topological
dependencies among the corresponding subtasks is
effective to achieve better judgment prediction.

Tab. 5 depicts the main results of the com-
parison among our proposed framework and the
baseline methods. We have the following obser-
vations: 1) By applying our RLJP framework,
simple models (e.g., CNN, LSTM, Transformer)
gain significant improvement and achieve compa-
rable performance to the state-of-the-art methods
(e.g., TopJudge, NeurJudge, LADAN). Moreover,
RLJP(Transformer) achieves the best performance
in almost all the evaluation metrics. 2) The per-
formance of the baseline C3VG is unsatisfactory,
which proves the fusion of the two stages of ratio-
nale generation and judgment prediction does not
benefit the final result prediction. 3) RLJP frame-
work brings more improvements to the subtasks
of law article prediction (2.35% increase in Ma-F1
compared to the best baseline LADAN).

As Tab. 6 shows, the improvement of perfor-
mance is more significant in low-frequency charges
(e.g., Ma-F1 of Lowest-10 boosting from 45.30%

to 51.49%), which proves the RLJP can also miti-
gate the impact of unbalanced data distribution and
make the model more robust.

Evaluation of interactivity and interpretabil-
ity: Tab. 5 proves the interactivity of our two-step
framework that by intervening in the generated
rationales, RLJP(Intervention) achieves much bet-
ter performance in the final judgment prediction.
The remarkable improvement (e.g., Charge Mi-F1
boosting from 95.21% to 99.18%) shows the impor-
tance of interactivity in practical use. Tab. 3 shows
the qualitative metrics by human evaluations. The
rationales generated by RLJP (e.g., the methods
PGN-SGM and PGN-JGM) achieve better consis-
tency performance than the ones generated by the
baseline method C3VG, which proves the feasibil-
ity of rationale generation in the proposed two-step
framework.

Overall, based on the rationales, our method pro-
vides interactivity and interpretability for predic-
tion and achieves the best performance on all the
subtasks of legal judgment prediction.

5.5 Case Study

Fig. 5 shows an intuitive comparison among the
selected methods. In RLJP, given the fact descrip-
tion, the rationale generation module firstly gen-
erates the charge rationale and penalty rationale
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respectively. Then the prediction module predicts
the judgment results based on the given rationales
and facts. As the case shows, there exists some
mistakes in the generated penalty rationale since
it ignores the surrender of the defendant. Con-
sequently, the prediction of the term of penalty
is incorrect. After manual intervention (e.g., cor-
recting the penalty rationale), the term of penalty
prediction becomes correct, which proves the in-
teractivity of RLJP. However, as for the other two
end-to-end models (CNN and LADAN), their pre-
dicted charges and terms of penalty are both incor-
rect and there is no way to intervene them due to
the unexplainability of their models.

6 Ethical Discussion

While AI is gaining adoption in legal justice, eth-
ical issues have also gained increasing attention
since any subtle miscalculation may trigger serious
consequences (Wu et al., 2020). In such circum-
stances, our framework is more appropriate to offer
suggestions to the judges rather than making final
judgment without humans intervention. Indeed, our
purpose is to provide assistance to the judges and
improve their work efficiency. The system allows
the judges to adjust the generated rationales and
make modifications if needed.

7 Conclusion and Future Work

In this paper, we propose a novel rationale-based
legal judgment prediction (RLJP) framework to
solve the task of legal judgment prediction in crim-
inal cases by thoroughly taking interactivity and
interpretability into consideration. Referring to the
judge’s practical trial logic, the RLJP splits the
classical end-to-end prediction into two phases: In
the first stage, it generates the rationale according
to the fact description. Next, it predicts the judg-
ment based on the fact and the generated rationale.
Experiments on a real-world dataset clearly show
that the proposed framework provides good inter-
activity and interpretability which enables practical
use, and also achieves better performance on the
task of legal judgment prediction compared to the
state-of-the-art models.

Based on the RLJP framework, in the future, we
can explore the following directions: (1) Using the
content of the law articles to improve the prediction
of the term of penalty. (2) Providing more refer-
ences (e.g., similar cases) for the task of rationale
generation.

8 Limitations

In this section, we discuss the limitations of our
work as follows:
• We limit the proposed method in judicial domain

where there exists high quality of text data (e.g.,
verdict) and the “rationale” can be extracted di-
rectly from the legal document. As for the ap-
plication to other field, it may require manual
annotations.

• Since the proposed model RLJP is a two phase
learning process where the first stage of rationale
generation may suffer the disturbance in quality
due to the noise in the input fact, which may
thus influence the final prediction results. The
possible solution is to decompose the input in
combination with the event extraction task.
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A Appendices

A.1 Rationale Integration Modes

Here, we show the detailed description of the ratio-
nale integration modes in the Fig. 3.
• Straightforward mode. The rationales are di-

rectly fed to the predictor to get the corresponding
results.
• Concatenate mode. The representation of

rationales will be concatenated with the representa-
tion of fact description.

hcrcon = Concat(hcr, hf ),

hprcon = Concat(hpr, hf ),
(13)

where Concat means concatenate operation.
• Attention mode. The rationales do an atten-

tion operation(Vaswani et al., 2017) based on the
representation of fact description to get the final
representation.

hcratt = Att(hcr, hf ),

hpratt = Att(hpr, hf ),
(14)

where Att means attention operation.

A.2 Experiment Parameters

Our experiment is carried out on two V100 GPU,
and all the baseline models adopt the parameters
in their original papers. Baselines including Neur-
Judge, LADAN and C3VG runs 16 epochs in train-
ing. BERT and RoBERTa runs 10 epochs in train-
ing. The other models runs 100 epochs in training.
All the models evaluate once on test set. Tab. 7
shows the number of parameters of all methods.

Model # of Param
CNN 3.5M
LSTM 7.6M
Transformer 7.9M
DPCNN 6.8M
BERT 110M
RoBERTa 110M
TopJudge 9.5M
NeurJudge 8.3M
LADAN 10.7M
C3VG 54.6M
RLJP(CNN) 19.5M
RLJP(LSTM) 18.7M
RLJP(Transformer) 21.9M

Table 7: The number of parameters of all methods.

A.3 Case Demonstration
Here, we demonstrate another two cases in Fig. 6
and Fig. 7.
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Fact
Description

After hearing, it was found that at about 22:00 on January 26, 2015, the defendants A rushed to the east 
lane of xxx Road in xxx County, beat the victim B who passed by, and robbed him of a mobile phone, a 
MP3, a pack of cigarettes and a small amount of cash. According to the forensic identification of xxx 
County Public Security Bureau, the crown of the victim B upper left tooth was broken, and the injury was 
slight. Identified by xxx County Price Certification Center: the robbed mobile phone is worth 400 yuan. 
After the incident, the mobile phone has been chased back and the close relatives of the defendant A 
compensated the victim for the loss of 1500 yuan, and the victim B expressed understanding to the 
defendant A.

Rationale

Charge
Rationale

GT The court held that the defendant A gang up to forcibly rob others’ property by
violence for the purpose of illegal possession.

GEN The court held that the defendant A robbed others' property by violent means for the
purpose of illegal possession.

Penalty
Rationale

GT
The defendant A pleaded guilty with a good attitude. According to the facts of the
crime, the nature and circumstances of the crime and the degree of harm to society, a
lighter punishment and probation can be applied.

GEN
The defendant A confessed his crime truthfully, which is a confession and can be
given a lighter punishment as appropriate. According to the criminal circumstances
and repentance of the defendant A, probation can be applied to him.

GT CNN LADAN RLJP(CNN) RLJP
(Intervention)

Judgment

LawArticle Article 263 Article 263 ✅ Article 263 ✅ Article 263 ✅ Article 263 ✅

Charge Robbery Robbery ✅ Robbery ✅ Robbery ✅ Robbery ✅

Term of Penalty 36 months 56 months ❌ 42 months ❌ 33 months ❌ 36 months ✅

Figure 6: Case demonstration 1.

Fact
Description

After hearing, it was found that at about 16:00 on January 29, 2016, the defendant A drove a Mazda car No.
xxx in xxx Township, xxx County. When he wanted to stop at his door, he mistakenly took the accelerator
as the brake and hit his neighbor the victim B sitting at his door, resulting in the invalid rescue and death of
the victim B. The defendant A voluntarily surrendered to the traffic police brigade of xxx Public Security
Bureau on January 30, 2016. After the incident, the defendant A and the close relatives of the victim
reached a civil compensation agreement, which has been partially fulfilled and obtained the understanding
of the close relatives of the victim.

Rationale

Charge
Rationale

GT The court held that the defendant A’s negligence caused the death of the victim B.

GEN The court held that the defendant A’s negligence in driving a motor vehicle outside the
scope of public transport management caused one death.

Penalty
Rationale

GT
The circumstances of the crime are relatively minor. Since the defendant A voluntarily
surrendered after committing a crime and truthfully confessed his crime. A lighter
punishment may be imposed according to law.

GEN The defendant A voluntarily surrendered after committing a crime and truthfully
confessed his crime. He surrendered and should be given a lighter punishment.

GT CNN LADAN RLJP(CNN) RLJP
(Intervention)

Judgment

LawArticle Article 233 Article 233 ✅ Article 233 ✅ Article 233 ✅ Article 233 ✅

Charge
Involuntary 

Manslaughter
Involuntary 

Manslaughter 
✅

Involuntary 
Manslaughter 

✅

Involuntary 
Manslaughter 

✅

Involuntary 
Manslaughter 

✅

Term of Penalty 12 months 15 months ❌ 13 months ❌ 12 months ✅ 12 months ✅

Figure 7: Case demonstration 2.
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