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Abstract

Query-focused summarization has been consid-
ered as an important extension for text summa-
rization. It aims to generate a concise highlight
for a given query. Different from text sum-
marization, query-focused summarization has
long been plagued by the problem of lacking
high-quality large-scale datasets. In this pa-
per, we investigate the idea that whether we
can integrate and transfer the knowledge of text
summarization and question answering to as-
sist the few-shot learning in query-focused sum-
marization. Here, we propose prefix-merging,
a prefix-based pretraining strategy for few-
shot learning in query-focused summarization.
Drawn inspiration from prefix-tuning, we are
allowed to integrate the task knowledge from
text summarization and question answering
into a properly designed prefix and apply the
merged prefix to query-focused summarization.
With only a small amount of trainable param-
eters, prefix-merging outperforms fine-tuning
on query-focused summarization. We further
discuss the influence of different prefix designs
and propose a visualized explanation for how
prefix-merging works.

1 Introduction

Text summarization aims to compress the source
document(s) into a shorter version that contains its
important information. As a classic sub-topic for
text summarization, query-focused summarization
meets that situation that only a specific aspect of
information is needed to be summarized. In other
words, it aims to generate a summary based on the
source content related to a given query. Hence, this
task requires not only to locate relevant content in
a passage as question answering (QA) but also to
summarize and generate a highlight as text sum-
marization. Although text summarization has been
widely studied in recent years, there are fewer at-
tempts on exploring query-focused summarization
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(Deng et al., 2020; Su et al., 2020; Xu and Lap-
ata, 2020a; Su et al., 2021) after the age of neural
model. One main reason is the lack of general-
ized large-scale datasets. Compared with the easily
accessible nature reference summaries such as ti-
tles or headlines in text summarization, it is hard
to collect large-scale data for query-focused sum-
marization. Meanwhile, human-written reference
summaries have always been costly.

The rapidly developed few-shot learning tech-
niques provides potential cues to alleviate the prob-
lem of lacking large-scale dataset for query-focused
summarization, and knowledge transferring is one
of them. In fact, when facing unseen tasks, it is
natural for human beings to integrate and trans-
fer the knowledge of known tasks to relevant new
tasks. Inspired by this, we innovatively propose to
decouple the query-focused summarization to two
basic tasks, i.e. text summarization and question
answering, and transfer the knowledge from these
two tasks to query-focused summarization. How-
ever, in parameter-based knowledge learning, pre-
vious work are usually one-to-one (pre-train then
fine-tune (Yosinski et al., 2014)) or one-to-many
(domain/task adaption (Houlsby et al., 2019; Lin
et al., 2020)), and seldom of them focus on many-
to-one (integrate basic tasks to a complex one). In
this case, the previous methods may not work well
in this task.

In this paper, we propose a pre-trained strat-
egy, prefix-merging, for few-shot learning in query-
focused summarization. In recent prompt-based
language models, the prompt/prefix is considered
as containing the knowledge of the given task,
which provides us an explicit way to control the
task-specific knowledge previously dispersed in the
language model (LM). For example, prefix-tuning
(Li and Liang, 2021) achieved a similar result with
fine-tuning by training only the task-specific prefix,
a sequence of continuous vectors that prepend to
the input. Following the framework proposed by
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prefix-tuning, prefix-merging aims to integrate the
task knowledge from text summarization and ques-
tion answering into a properly designed prefix and
apply the merged prefix to the more complex task,
query-focused summarization.

Generally, there are two straightforward ideas
for merging knowledge from multiple tasks into a
prefix: concatenate the separated prefix for differ-
ent tasks as a whole or adopt a shared prefix for all
the tasks. Considering there exist both similarities
and differences across the tasks, a more flexible pre-
fix design composed of both task-specific part and
shared part is used in further investigation. More-
over, we propose a self-adaptive prefix merging
that allows the basic tasks themselves to decide the
prefix design. Drawn the inspiration from (Xu et al.,
2021), we adopt Fisher Information to calculate the
importance scores of the prefix embeddings (basic
units for the prefix) for each basic task. For one
task, only the prefix embeddings with top scores
are activated in the following training. Hence, dif-
ferent tasks can adapt to different parts of prefix
automatically. After finishing training the merged
prefix, it is transferred to a downstream task for few-
shot learning. In the experiment, we explore prefix
merging in the context of query-focused summa-
rization, taking PubMedQA (Jin et al., 2019) and
DUC (Dang, 2006) as the evaluation dataset.

Prefix-merging provides a potential solution for
the few-shot learning in complex tasks that can
be integrated by the basic tasks. Benefited by the
universality of the prompt-based approach, prefix-
merging is not limited by the model architecture
and can be used in both autoregressive LM and
encoder-decoder based LM. We believe this shows
a possible direction to the application of prompt-
based approaches. Our contribution can be summa-
rized as follow:

* We provide a new solution for few-shot query-
focused summarization by decoupling it to
two basic tasks with large-scale training data,
text summarization and question answering.

* We propose prefix-merging that integrates the
task-specific knowledge from basic tasks to
assist the learning of a more complex task,
which provides a new solution to many-to-one
parameter-transfer learning.

* We further expand the application of prompt-
based approaches by applying the prefix to
multi-task situation, exploring the interaction

between different task knowledge through pre-
fix.

2 Related Work

2.1 Query-focused Summarization

Query-focused summarization aims to generate a
concise highlight from the source document(s) ac-
cording to a specific topic or query, which is consid-
ered as a more complex extension of text summa-
rization. Early works (Lin et al., 2010; Shen and Li,
2011) focus on extracting query-related sentences
as summaries, while further works (Wang et al.,
2016; Li and Li, 2014) improve it by rewriting
the extracted sentences with sentence compression.
(Nema et al., 2017; Hasselqvist et al., 2017) pro-
pose neural-abstractive models with an additional
query attention mechanism to generate the sum-
maries with respect to the given query. (Deng et al.,
2020) consider the relation among the query and
source sentences as a multi-hop inference process
and generate the summaries by integrating infor-
mation from different inference steps. Meanwhile,
researchers also utilized QA models to find the
possible query-related evidence in query-focused
summarization. (Xu and Lapata, 2020a,b) adopts
QA models for sentence-level or paragraph-level
answer evidence ranking. (Su et al., 2021) in-
corporate answer relevance scores generated by
QA model as explicit fine-grained query relevance
to a transformer-based abstractive summarization
model. Therefore, we believe the text summariza-
tion and QA are the foundation for query-focused
summarization and choose them as the auxiliary
tasks in this work.

2.2 Prompt-based Approaches

Prompting originally refers to adding instructions
and several examples to a task input and generat-
ing the output from the LM. A fundamental idea
for prompt-based approaches is that let the tasks
adapt to the LM. Some researchers tend to utilize
the idea to improve the performance of the model
by making the form of the task closer to the LM.
A series of works (Petroni et al., 2019; Jiang et al.,
2020; Shin et al., 2020) explore the prompt engi-
neering and prompt ensemble in natural language
understanding tasks. For instance, instead of man-
ually designing prompt, AutoPrompt (Shin et al.,
2020) automatically search for a sequence of dis-
crete words as prompt to extract knowledge from
pre-trained LMs. Other works choose to optimize
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the prompt in a continuous space. (Qin and Eisner,
2021; Liu et al., 2021) adopt hand-designed prompt
as initialization and add learnable perturbation on
the prompt. Other researchers choose to find a
parameter-efficient adaption from LM to a specific
task. GPT-3 (Brown et al., 2020) adopts manually
designed task-specific prompts to adapt the LM
for different generation tasks. Prefix-tuning pro-
poses “prefix tuning” for language generation task:
learning a sequence of continuous prefixes that are
inserted to every transformer layer. (Lester et al.,
2021) provides a simplified version of “prefix tun-
ing” with fewer parameters and more robust prompt
initialization on the SuperGLUE tasks. (Zhao et al.,
2022) has recently proposed a prefix-based model
that utilize domain words to achieve zero-shot do-
main adaption on dialogue summarization. In this
work, following the framework of prefix-tuning,
we aim to integrate basic tasks to a more complex
one by merging the task knowledge through the
prefix.

3 Method

3.1 Problem Statement

In this work, we aim to transfer the task-specific
knowledge from text summarization and question
answering (auxiliary tasks) to query-focused sum-
marization (target task) to assist its learning. In
this case, the query-focused summarization model
can obtain a fair performance even with limited
data. There are mainly two stages to accomplish
this. In the first stage, a model is trained on the
large-scale data from two auxiliary tasks to obtain
the potentially useful knowledge for query-focused
summarization. Here, we propose prefix-merging
that merges task knowledge from auxiliary tasks
into a particularly designed prefix. In the second
stage, we train the model with data from query-
focused summarization but with the assistance of
the trained parameters from the first stage. For
prefix-merging, the merged prefix is used to trans-
fer the knowledge from the first stage to the second
stage.

Our prefix-merging is considered as an extension
of prefix-tuning, so we have a brief introduction
about it in the section 3.2 as the background of our
method. Then, we introduce our own method from
section 3.3 to 3.5, and how we apply the merged
prefix on query-focused summarization in 3.6.

3.2 Prefix-tuning

Consider there is a transformer-based encoder-
decoder LM p(y|x) such as Bart(Lewis et al., 2019)
and it is parametrized by ¢. Taking the encoder
layer in transformer as an example, let z = [z]
denote its input sequence. We use h; to represent
the concatenation of all activation from all layers
at the index ¢, and each activation consists of a key-
value pair. The h; for all ¢ € z in encoder layer
is a function of z; and the other activations in the
context based on the LM, as follows:

Prefix-tuning prepends a prefix for the encoder
layer to obtain z = [prefix;z|, or prepends pre-
fixes for cross-attention layer or self-attention layer
in the decoder to obtain z = [prefiz;x;y] or
z = [prefix;y|. Here, we use P;g, to represent the
sequence of prefix embedding indices, and | P;g,|
is used to represent the length of the prefix. A train-
able matrix Py € | P4, | x dim(h;) is initialized to
store the prefix parameters. Following the recur-
rence relation in equation (1), h; is calculated as
below in prefix-tuning.

B _{ Pyli. ), if i€ Py

LMy (2, hy;), otherwise @

Hence, h; becomes a function of the trainable Py
and it allows the prefix parameters to control the
model by affecting the activations in every layer
of the transformer. During the training in prefix-
tuning, the objective maintains the same as normal
task, but only the prefix parameters 6 are trainable
and the parameters of the LM ¢ are fixed. In this
case, the prefix parameters contain all the task-
specific knowledge learned from the training.

3.3 Intuition for Prefix-merging

Intuitively, to merge the knowledge from different
tasks into the prefix, the simplest way is to concate-
nate the individual prefix from these tasks. Another
way is to use a shared prefix that is updated by all
the tasks. Instead of using either of the two ways,
we choose a more flexible prefix design for further
investigation of the problem. For each task, its
prefix consists of a shared sub-prefix (prefix em-
beddings shared by all tasks) and a task-specific
sub-prefix (prefix embeddings used for a specific
task) whose lengths are controlled by two hyperpa-
rameters. We believe the shared sub-prefix tends
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Figure 1: Focusing on the encoder layer of BART, the figure shows annotated examples and comparison between
the prefix-merging (top, mid) on the two auxiliary tasks and applying the merged prefix on the target task with

prefix-tuning (bottom).

to represent the similarities between all merged
tasks, while the task-specific sub-prefix refers to
the uniqueness of each task. Meanwhile, the two
mentioned intuitive methods can also be restored
when any of the two hyperparameters is set to 0.

3.4 Prefix-merging

Similar to prefix-tuning, a trainable matrix Fjy is
used to store the prefix parameters. The differ-
ence is that there are n different tasks denoted as
[taski,tasks, .., tasky] that share or partly share
the whole matrix. For each single task, it corre-
sponds to several prefix embeddings in the prefix
metrix, and we separate them into task-specific
unique sub-prefix with a length of [, and a shared
sub-prefix with a length of [;. Figure 1 shows
an example of training two auxiliary tasks, text
summarization and question answering, for prefix-
merging. Here, both the shared sub-prefix length
and unique sub-prefix length are set to 2. The pre-
fix embedding indices for text summarization is
[1,2,3,4], and it changes to [1,2,5,6] for QA.

In this way, the Py has the dimension of (I5 +
Ly *n) x dim(h;). We use P} to represent the the
sequence of prefix embedding indices of task,, and
its length | P}_| is equal to I + [,,. As follow, the

idxr

h; for task,, is calculated based on the following
equation:

o

To distinguish the different tasks during the train-
ing, we add a task-specific prompt before the origi-
nal input tokens following T5 (Raffel et al., 2019).
As shown in Figure 1, the prompt is “summarize”
for the text summarization and the prompt is “an-
swer the question” for question answering. During
the training, we adopt a mixed-task training strat-
egy where instances from different tasks equally
exist in the same training batch.

Py[Py,ld], ],
LM¢(ZZ’h¢z)7

otherwise

3

3.5 Self-adaptive Prefix-merging

Considering that manual design does not always
lead to the best results, we further propose a self-
adaptive prefix-merging. Instead of presetting the
lengths of shared sub-prefix and unique sub-prefix,
we aim to let the auxiliary tasks decide the prefix
design. The idea is based on Fisher Information, a
evaluation metric that reflects how much the model
output changes when its parameters change. It can
be considered as the importance of a parameter
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for the model on a certain set of data (Xu et al.,
2021). In this way, we can find the most important
sub-prefix for each auxiliary task based on Fisher
Information with the following equation:

P 2‘1:(8log(p(yk:|ﬂfkr?9)))2 “4)

1
F=—
Pq 00,

j=1k=1

where F{i) refers to the average Fisher information
of the ¢-th prefix embedding, p denotes the number
of parameters in the embedding and q represents
the number of data. x and y refer to the input and
output data in one auxiliary task.

During the training, we first initialize the prefix
as a shared prefix trained by all auxiliary task for
one epoch. Taking task,, as an example, we then
conduct a complete forward propagation and back
propagation (one epoch) for all data in task,, and
calculate the Fisher Information for each prefix em-
bedding. Only the top-n prefix embeddings will be
used in the later training for task,, and others will
be masked. In other words, the P} is the indices
of the top-n prefix embeddings. After obtaining
the important sub-prefix for each task, naturally,
some prefix embeddings are shared by different
tasks while others are task-specific. At last, we
continue the training of the prefix on the auxiliary
tasks with the selected sub-prefix.

3.6 Applying the Merged Prefix to the Target
Task

After training on the auxiliary tasks, we obtain
the prefix parameters that contain task knowledge
from text summarization and question answering.
We apply the knowledge to the target task, query-
focused summarization, by using the merged prefix
as initialization and continue prefix-tuning on it,
but with a few differences. As shown in Figure
1, all the prefix parameters are used for the tar-
get task including the shared sub-prefix and all
the unique sub-prefixes. For self-adaptive prefix-
merging, only the prefix embedding that is used for
at least one auxiliary task is applied for the target
task, otherwise it will be masked. We also adopt a
new prompt that suggests the relation between the
target task and auxiliary tasks. More specifically,
we concatenate the prompt of text summarization
and question answering as “summarize and answer
the question” for query-focused summarization.

4 Experiment

4.1 Datasets

To evaluate the idea of prefix-merging, we take
query-focused summary as the target task, text sum-
marization and question answering as two auxiliary
tasks. We focus on commonly used datasets for
query-focused summarization: PubMedQA and
DUC. We also test our model on Debatepedia
(Nema et al., 2017) and have a discussion about it
in the appendix. In terms of the PubMedQA, it re-
quires the model to generate a summary containing
1-3 sentences as an answer to a question based on
a medical related document. Since we train the tar-
get task under a few-shot situation, only part of the
training set is used in the experiment and we test
the model on the full testing set containing more
than 20000 data samples. In terms of the DUC, it
is a multi-document query-focused summarization
dataset with hundreds of data samples. Hence, we
adopt a extract-generate framework to conduct the
experiment. We first adopt BM25 to extract a set
of query-related sentences from the source docu-
ments and use the concatenation of the query and
extracted sentences as the input of our model. The
DUC 2006 is used for training and DUC 2007 is
used for testing. In terms of the two auxiliary tasks,
we adopt the XSum dataset (Narayan et al., 2018),
a highly abstractive single-document summariza-
tion dataset, for the text summarization, and we use
the classic machine reading comprehension dataset
SQUAD 1.1 (Rajpurkar et al., 2016) for question
answering.

4.2 Experiment Setting

Our implementation is based on the BART-large
model from HuggingFace and all the input is trun-
cated to 800 tokens. For the prefix-tuning based
method, a default setting is a learning rate of
5 x 1075 and a prefix length of 30. The batch
size is set to 48 when conducting prefix-merging,
and for few-shot prefix-tuning, it changes with the
size of the training data. In the experiment, we
also use fine-tune based method as a comparison,
and the default setting for it is a learning rate of
2 x 107° and a batch size of 48. At training time,
we adopt the AdamW optimizer with default hyper-
parameters. At inference time, we use beam search
with a beam size of 2. The output length limitation
is set from 30 to 75 tokens for PubMedQA and 250
to 300 for DUC. Since few-shot learning is sensi-
tive to the training data, we train the models with
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Data Size 50 150 300

Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Random 30.33 9.96 28.00 | 32.08 11.67 28.97 | 32.79 11.92 29.51
Unq(30) 30.81 1097 26.52 | 32.13 11.73 2823 | 32.37 11.86 27.81
Unq(20)+Sha(10) | 32.36 11.40 28.30 | 33.14 12.12 29.10 | 33.68 12.39 29.81
Ung(10)+Sha(20) | 32.64 11.84 28.60 | 33.46 12.34 29.46 | 33.90 12.59 30.12
Sha(30) 3244 1148 28.17 | 33.28 12.04 29.11 | 33.87 12.41 29.83
Self-adaptive 33.18 12.01 28.45 | 33.66 12.40 28.98 | 34.19 12.65 29.53
BART (tar) 3095 10.54 26.87 | 32.28 11.46 2823 | 32.52 11.63 28.33
BART (aux-+tar) 31.65 10.75 28.18 | 32.23 11.27 28.57 | 32.66 11.62 29.16
BART _base(full) | 37.49 14.11 3445|3749 14.11 3445|3749 14.11 34.45

Table 1: Evaluation result for query-focused summarization on PubMedQA. We compare the result on three different
training data size: 50, 150, 300. Here, we also provide result of BART-base on the full-size training for better

comparison.
Model | R R2 RL
Random 33.96 6.37 2346
Unq(30) 3456 6.80 24.40
Unq(20)+Sha(10) | 34.54 6.64 23.53
Unq(10)+Sha(20) | 34.87 7.23 24.70
Sha(30) 3453 6.89 2398
Self-adaptive 3499 747 24.74
BART (tar) 33.83 6.52 2271
BART (aux-+tar) 12.85 4.42 15.17
Ext_Oracle 35.62 9.20 24.00

Table 2: Evaluation result for query-focused summa-
rization on DUC. Ext_Oracle refers to oracle extractive
result taking the query-related sentences as input, which
can be seen as the upper bound of this experiment.

three sets of training data and report the average
result on PubMedQA.

As for evaluation metric, following previous
works, we apply ROUGE (Lin, 2004) including
Rouge-1 (R-1), Rouge-2 (R-2) and Rouge-L (R-L)
for the query-focused summarization. We adopt a
full Python implementation of the ROUGE-1.5.5,
to conduct the experiment.

4.3 Result

We first evaluate the different prefix designs within
three different few-shot learning data sizes (50,
150, 300) for the target task in Table 1. "Unq(n)"
stands for the total number of the prefix embed-
dings in all unique sub-prefix, while "Sha(n)"
refer to the shared sub-prefix. For example,
"Unq(10)+Sha(20)" represent the merged prefix
consists of unique sub-prefix with length 10 (5 for
each task) and the shared sub-prefix with length

Model R-1 R-2 R-L

Fine+Fine 31.65 10.75 28.18
Fine+Prefix 31.64 10.79 27.57
Prefix+Fine 32.03 11.30 28.12
Prefix+Prefix | 33.18 12.01 28.45

Table 3: The comparison between prefix-merging and
fine-tuning with a training data size of 50.

20. In terms of the self-adaptive prefix-merging,
we initialize the prefix length as 40 and select the
top-25 prefix embeddings for each tasks. In this
case, self-adaptive prefix-merging is more likely
to have a comparable parameter numbers with the
other prefix designs, which makes a fair compari-
son. We also add a baseline “random”: randomly
initialize the prefix and conduct few-shot prefix-
tuning on the query-focused summarization dataset.
We further compare our model with BART in three
training settings:(1) BART(tar) refers to fine-tuning
the BART only use the limited data from query-
focused summarization; (2) BART(aux+tar) refers
to first fine-tuning on the auxiliary tasks then fine-
tuning on query-focused summarization, which is
similar to some previous approaches (Yu et al.,
2021) and (Fabbri et al., 2020); (3) BART(full)
refers to fine-tuning on the large-scale data from
query-focused summarization.

In Table 3, we compare the prefix-merging with
fine-tuning. Since it is a two-stage training process
(training on auxiliary tasks then applying on the tar-
get task), each stage can adopt prefix-based training
(only the prefix parameters are trained and the LM
parameters are frozen) or fine-tuning (all parame-
ters are trained). Therefore, we report four variants
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Model | R1 R2 RL
Unrelated Task | 31.34 10.77 27.08
Only Sum 3238 11.56 27.75
Only QA 31.78 11.39 28.43
Sum and QA 33.18 12.01 28.45

Table 4: The comparison between using different auxil-
iary tasks with a training data size of 50.

in total: (1) fine-tuning + fine-tuning (Fine+Fine),
which is the same as BART(aux+tar); (2) fine-
tuning + prefix-tuning (Fine+Prefix); (3) prefix-
merging + fine-tuning (Prefix+Fine); (4) prefix-
merging + prefix-tuning (Prefix+Prefix), which is
our proposed approach in Section 3. Despite the
variant (1), we add a prefix of length 30 to the
model. Taking variant (2) as an example, firstly,
both the prefix and the LM are updated by the train-
ing data from auxiliary tasks and then only the
prefix parameter is trained on the target task.

Table 4 displays the result of using different
auxiliary tasks for query-focused summarization.
“Sum+QA” refers to the best result when using both
text summarization and QA; “Only Sum” and “only
QA” are designed for ablation study where only
one of the two tasks is used in stage one. More-
over, we also import a baseline “Unrelated Task”
that takes sentence copying as the auxiliary task,
which contains no useful task knowledge for query-
focused summarization. We use prefix-tuning to
train the model when there is only one auxiliary
task.

We summarize the experiment result with the
following conclusions.

The self-adaptive prefix-merging achieves a
comparable result with the best manually pre-
fix design. It is not a surprise that self-adaptive
prefix-merging outperforms most of the prefix de-
signs and achieves the best result in both datasets.
One thing that is worth noticing is that the effec-
tive length for self-adaptive prefix-merging is also
around 30 (initialized as 40 and 10 are masked
by all tasks), which means the number of pa-
rameter maintains equal with other prefix design.
Meanwhile, its proportion of shared sub-prefix and
unique sub-prefix is similar to the best manual de-
sign Unq(10)+Sha(20). This suggests that self-
adaptive prefix-merging has the ability to find the
best prefix design automatically. Compared with
BART, self-adaptive prefix-merging outperforms
both BART(tar) and BART (aux-+tar), which indi-

Model | R1 R2 RL
—Prefix 2656  8.19 22.16
—Prompt 3248 11.63 28.57
Ung(10)+Sha(20) | 32.64 11.84 28.60
Sha(40) 3260 11.74 28.54
Self-adaptive 33.18 12.01 2845

Table 5: The experiment result for ablation study with a
training data size of 50.

cates the effectiveness of prefix-merging. In the ex-
periment on DUC, we notice that BART (aux-tar)
drops a lot compared with other results. We believe
this is because the difference between DUC and
datasets used in auxiliary tasks is relatively huge
and the generalization ability of BART is lost after
training on the auxiliary tasks.

Prefix-merging is better than fine-tuning for
integrating and transferring task knowledge to
the downstream task. In Table 2, prefix-merging
outperforms fine-tuning with both downstream
training approaches. On the one hand, this is be-
cause the generalization ability of the LM is pre-
served when its parameters are frozen. On the other
hand, we believe using prefix as the container of
new task knowledge is more similar to the natural
form of LM. We believe this shows the potential of
prefix-merging in many-to-one knowledge transfer-
ring.

The merged prefix contains effective task
knowledge from both auxiliary tasks. The initial-
ization of prefix is believed to have a huge effect
on the prefix-tuning based approaches. Here, “un-
related task” stands for the performance when the
prefix is well-initialized while containing no knowl-
edge for the target task. Compared to it, using one
auxiliary task, either text summarization or QA,
achieve a better result. This suggests that the two
tasks contribute useful knowledge to query-focused
summarization. More importantly, prefix-merging
gets the best performance. And this can be achieved
only when the prefix-merging allows the prefix to
integrate effective task knowledge from both tasks.

4.4 Ablation Study

For more detailed analysis, we design an exper-
iment to explore how different components con-
tribute to our approach. We remove the prefix
(-prefix) and the prompt (-prompt) from during
the training of the query-focused summarization.
The prefix design used here is Unq(10)+Sha(20).
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Figure 2: The attention score for query-focused summarization in both encoder and decoder of model

“Unq(20)+Sha(10)”.

We can observe that removing the prompt has a
small negative influence on the result. We be-
lieve this is because the input form of text sum-
marization and QA is different and the model can
distinguish the two tasks even without the given
prompt. We also find that the performance drops a
lot once the prefix is removed. This indicates that
the prompt only plays as guidance, while the prefix
is the one containing the task-specific knowledge.
For self-adaptive prefix-merging, we compare it
with its base prefix design without self-adaption,
Sha(40). Even with more trainable parameters, self-
adaptive prefix-merging still outperforms it. The
result shows that prefix embeddings selected by
Fisher Information are crucial for the tasks.

4.5 Prefix Visualization

To have a more direct observation, we visualize
the attention on the prefix during the inference
for query-focused summarization in Figure 2. We
adopt the attention weights passing through the
Softmax layer and further normalize the attention
weights only on the prefix embeddings. The final
attention score is obtained by averaging attentions
from all heads in all layers from 100 random sam-
ples. In Figure 2, the x axis refers to the indices
of the prefix embedding and y axis is the normal-
ized attention score. The straight lines with colors
stand for the position of the three types of sub-
prefix, shared sub-prefix (0-9), unique sub-prefix
originated from QA (10-19) and unique sub-prefix
originated from Summarization (20-29), and their
heights refer to the average attention score, which
can be considered as the prefix’s contribution to
the query-focused summarization. In this case, it

explains how the merged prefix works for query-
focused summarization.

For the decoder, we display the attention in the
cross-attention layer. In terms of the encoder, since
the model needs to understand the query, we be-
lieve it is reasonable that the sub-prefix originated
from QA plays the most important role. In terms
of the decoder, the sub-prefix originated from QA
has little effect on the model, while the shared
sub-prefix and sub-prefix originated from summa-
rization dominate. This is because generating the
query-focused summaries relies more on genera-
tion ability and summarization ability. These find-
ings suggest that the knowledge from QA and sum-
marization is properly used for query-focused sum-
marization through the merged prefix.

5 Conclusion

In this paper, we show that prefix-merging is an
effective approach for transferring and integrating
task knowledge from multiple auxiliary tasks to
a target task with limited data. In the context of
query-focused summarization, integrating text sum-
marization and QA, our approach outperforms the
traditional approach fine-tuning. We further dis-
cuss the influence of different prefix designs and
propose a self-adaptive prefix-merging. We also
provide a visualize explanation for how the merged
prefix works. Although this paper focuses on query-
focused summarization, we believe these findings
suggest a new application for prompt-based ap-
proaches in multi-task situation, providing guid-
ance for future progress in this field.
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6 Limitations

Prefix-merging is based on a seq2seq pretrained
model, Bart, so it is hard for our model to deal
with long input that exceed the input limitation
of the pretrained model. Hence, we mainly fo-
cus on single-document query-focused summariza-
tion. In terms of the experiment, unfortunately,
there is seldom few-shot single-document query-
focused summarization model. Although there ex-
ist some multi-document query-focused summa-
rization models with weak supervision(Xu and La-
pata, 2020b; Laskar et al., 2020; Xu and Lapata,
2020a), these models all follow a coarse-to-fine
framework, which make them hard to directly com-
pared with our model. Hence, we mainly use BART
with different training settings as comparison and
focus more on the longitudinal comparison. More-
over, we believe that prefix-merging has the po-
tential to be used for other complex tasks that can
be integrated from basic tasks. However, we only
finish the research in the context of query-focused
summarization, which leaves future direction for
our work.
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A Appendix

A.1 Experiment on Debatepedia

Debatepedia (Nema et al., 2017) is one of the com-
monly used query-focused summarization dataset.
However, during our experiment, we find a serious
but unintentional data leakage problem between
the training set and the testing set in its standard
division. Around 64% of summaries in the testing
set appear or have similar ones in the training set
(difference is lower than 2 words). In this case, the
model tends to remember the data samples rather
learning to do query-focused summarization.

This observation is also supported by the exper-
iment. In the upper and middle part of Table 7,
we display the result of few-shot learning with 50
data samples on standard division of Debatepedia.
In the lower part of Table 7, we show the result of
BART training with full-size data but with different
data division. BART(full) represents the standard
division and BART (full)_redivided refers to a new
division that do not have the data leakage problem
(we achieve this by redivide all data samples by
an alphabetical sort, where similar data samples
tend to gather together rather than scatter in both
training and testing set). We observe a huge gap
between the BART(full) and BART (full)_redivided
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Data Size 50 150 300

Model R-1 R2 RL|R-1 R2 RL|R-1 R2 R-L
Random 0.20 030 045]030 022 036]0.08 0.11 045
Unq(30) 045 023 040|041 036 1.02]0.08 0.08 0.11
Unq(20)+Sha(10) | 0.50 0.22 0.25 | 0.04 0.22 0.59 | 0.17 0.09 0.23
Ung(10)+Sha(20) | 0.14 0.01 0.13 | 0.23 0.15 0.16 | 0.15 0.02 0.32
Sha(30) 0.19 008 0.18 025 027 0.64 023 0.10 024
Self-adaptive 0.38 0.16 048 | 0.10 020 0.71 | 0.12 0.08 0.35
BART(tar) 0.53 052 051]021 0.15 025]032 022 0.14
BART (aux-+tar) 047 032 043 ]024 0.17 021]0.18 0.14 0.16

Table 6: .Standard Deviation of the Results on PubMedQA

Model | R R2 RL
Random 18.57 550 17.50
Unq(30) 21.53  6.77 20.07
Unq(20)+Sha(10) 2220 7.20 20.59
Unq(10)+Sha(20) 2203 713 20.29
Sha(30) 21.85 692 20.27
Self-adaptive 2229 739 20.53
BART(tar) 21.60 6.81 19.89
BART (aux+tar) 2136  6.24  19.00
BART (full) 57.74 4342 57.03
BART(full)_redivided | 24.80 8.06 22.95

Table 7: Evaluation result on Debatepedia.

and it can not be explained by the difference of the
division. Meanwhile, the result of few-shot learn-
ing is much lower than the result of full-size train-
ing. Both phenomenon suggest there exist a data
leakage problem. The poor performance of BART
on the redivided Debatepedia also make us question
whether Debatepedia is qualified for query-focused
summarization. Hence, we discuss this problem in
the appendix and hope more researchers can notice
this.

A.2 Standard Deviation of the Results on
PubMedQA

To have a better understanding of the experiment
results on PubMedQA, we report the standard de-
viation (std) across multiple runs in the experiment
on PubMedQA in Table 6.
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