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Abstract

Existing image captioning systems are dedi-
cated to generating narrative captions for im-
ages, which are spatially detached from the
image in presentation. However, texts can also
be used as decorations on the image to high-
light the key points and increase the attractive-
ness of images. In this work, we introduce a
new task called captioning on image (CapOn-
Image)', which aims to generate dense captions
at different locations of the image based on con-
textual information. For this new task, we in-
troduce a large-scale benchmark called CapOn-
Image2M, which contains 2.1 million product
images, each with an average of 4.8 spatially lo-
calized captions. To fully exploit the surround-
ing visual context to generate the most suitable
caption for each location, we propose a multi-
modal pre-training model with multi-level pre-
training tasks that progressively learn the corre-
spondence between texts and image locations
from easy to hard. To avoid generating redun-
dant captions for nearby locations, we further
enhance the location embedding with neighbor
locations . Compared with other image cap-
tioning model variants, our model achieves the
best results in both captioning accuracy and
diversity aspects.

1 Introduction

Building upon the advances in computer vision and
natural language processing areas, the new research
direction called vision-and-language has attracted
more and more attentions, which pushes to tackle
new problems that need to bridge the two areas to
advance the concept comprehension and reasoning
capabilities.

The image captioning task, as one of the most
classic vision-and-language tasks, aims to generate
natural language descriptions for images (Vinyals
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Figure 1: Illustration of descriptive texts on image sce-
narios. The captions and images in existing tasks (e.g
visual genome (a) (Krishna et al., 2017b)) are spatially
detached, without any mutual association. In contrast,
our CapOnImage task aims to generate descriptive text
on the image, which has strong necessity and broad ap-
plication prospects in some scenarios ((b) and (c)).

et al., 2015; Anderson et al., 2018; Zhang et al.,
2021; Johnson et al., 2016). However, the captions
and the images in this task are spatially detached in
presentation, without any association between each
other (Figure 1(a)). In fact, there are many scenar-
ios where the image and text are tightly associated.
For example, the product images on e-commercial
website (Figure 1(b)) usually contain descriptive
texts, explaining multiple perspectives of the prod-
uct (e.g., product characteristics, selling points, etc)
, which makes the image more informative and at-
tractive. On the social media platform, users usu-
ally upload daily pictures with descriptive texts as
decorations (Figure 1(c)). Therefore, it is signif-
icant to explore captioning on the image, which
requires to consider not only the visual description,
but also the text description placement on the im-
age. Besides, to generate the informative captions
in these scenarios, additional textual knowledge
is usually needed, such as the product informa-
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tion and the background story about the image etc.
Therefore, in this work, we introduce a new task
called CapOnlmage, which aims to generate dense
captions at different locations of the image based
on contextual information. The CapOnlmage task
involves two steps, where the model needs to first
predict a reasonable and aesthetic text layout (Ar-
royo et al., 2021; Gupta et al., 2020; Jyothi et al.,
2019), and then generates a phrase or sentence for
each text box. In this work, we simplify this task
to generate captions for a provided list of text box
locations, thereby removing the requirement for
layout prediction. Therefore, the main focus of this
work is to generate captions that are most suitable
for the corresponding image locations.

The CapOnlmage task involves two new chal-
lenges: (i) Better understanding of context: the cap-
tions at different locations can be greatly diverse.
As shown in Figure 1(b), the texts around the prod-
uct are descriptive captions describing the product
features, while those at the bottom introduce the
selling points. Therefore, the model needs to fully
exploit the visual context around the text box to
determine what caption is suitable to generate here.
Since our task aims to generate captions on image,
location context is vital for our task which is also
validated on Table 2 . Overall, compared with tra-
ditional caption task, the CapOnlmage task needs
better understanding of context. (ii) Caption re-
dundancy: some texts can be suitable for adjacent
locations. Therefore, if the model can only “see”
the isolated text box without surrounding ones, it
tends to generate the same caption for nearby text
boxes because it suits all of them, thus causing the
problem of caption redundancy.

To solve the aforementioned challenges, we pro-
pose a multi-modal pre-training and fine-tuning
framework which contains multi-level pre-training
tasks to effectively exploit multi-modal contextual
information. First, to better exploit context, we de-
sign multi-level pre-training tasks to help the model
“feel” the context. It explicitly equip the model with
the ability to distinguish which captions are ap-
propriate for the current location and image while
which are not. Besides, inspired by the learning
progression of easy to complex biological vision
systems, we further propose a progressive training
strategy which learns multi-level pre-training tasks
from easy to hard. Second, to solve the problem
of caption redundancy, we introduce a neighbor-
enhanced location encoding module, which utilizes

the surrounding text box locations as context, so
that our model can “see” the adjacent context. We
show the captioning diversity results with differ-
ent ranges of adjacent text boxes involved in the
location encoding module, and demonstrate the
importance of such neighbor context.

In order to evaluate our model and benchmark
progress in the CapOnlmage task, we introduce
the CapOnlmage2M dataset. It contains 2.1 mil-
lion product images crawled from an e-commercial
website, and each image contains multiple spatially
localized captions describing the associated prod-
uct. We automatically acquire the text contents and
their spatial locations from the image via OCR (Li
et al., 2017; Liu et al., 2018), and finally collect 4.8
captions for each image on average. We also crawl
the product title and attributes as additional context
information for caption generation. With the empir-
ical analysis on CapOnlmage2M dataset, we show
that the visual context, location information and the
additional product information are beneficial for
the caption generation, and our model can generate
corresponding types of captions at different spatial
locations (Figure 3). Furthermore, we demonstrate
that our proposed neighbor-enhanced location en-
coding module and multi-level pre-training tasks
significantly improve the captioning accuracy and
diversity.

The main contributions of this work are as fol-
lows:

* We introduce a new vision-and-language task
called CapOnImage, which requires the model
to tightly associate image and texts as a whole.

* We analyze the challenges of CapOnlmage
task and propose a context enhanced model
with progressive training strategy, which
achieves the best result compared with other
image captioning model variants.

* We propose a large-scale multi-modal dataset
called CapOnlmage2M, with 50 categories
images and localized captions to support the
CapOnlmage research.

2 Related Work

In recent years, significant progress has been made
in the image captioning task (Vinyals et al., 2015;
Anderson et al., 2018; Huang et al., 2019; Pan et al.,
2020; Zhang et al., 2021), which aims to describe
the image content in one natural sentence. With
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the advances in visual understanding abilities, re-
searchers are not satisfied with generating dull and
less informative captions and extend the traditional
image captioning task along two directions.

The first direction is called dense captioning
(Johnson et al., 2016; Melas-Kyriazi et al., 2018;
Krishna et al., 2017a; Wang et al., 2021; Song et al.,
2021), which targets to describe detailed visual con-
tent with a set of sentences. Johnson et al. (Johnson
et al., 2016) propose a fully convolutional local-
ization network to unify the object detection (Ser-
manet et al., 2014; Girshick et al., 2014; Ren et al.,
2015) and image captioning in one framework to
predict a set of descriptions across object regions.
Krishna et al. (Krishna et al., 2017a) migrate it to
the video, which aims to predict sequential event
proposals and generate description for each clip.
In these works, the dense captions deliver more
details of visual content than traditional single sen-
tence. The second direction is called text-aware
image captioning (Biten et al., 2019; Sidorov et al.,
2020; Yang et al., 2021), where the model gener-
ates captions not only according to the image, but
also utilizes additional textual information as con-
text. Besides , Sidorov et al. (Sidorov et al., 2020)
and Gurari et al. (Gurari et al., 2020) propose to
generate image captions with scene texts, which
exploit OCR tokens as the textual context.

Although impressive progresses have been made
along the two directions, they still remain separate.
The proposed CapOnlmage task can be considered
as a combination of the two directions, where the
model needs to first predict the text layout (spatial
locations on the image) and then generate caption
for each location conditioned on both the image
and textual information.

There are several key distinctions between our
proposed CapOnlmage task and dense captioning:
1) Dense image captioning aims to generate cap-
tions for subregions within an image, and there is
no length limitation of captions. However, our task
is to generate text and affix it to specific regions
within an image, and the text length should be con-
trolled according to the region size. 2) The visual
content is the only input of dense captioning. While
for our task, there are three inputs: visual content,
additional textual information, and the specified
location to affix. All of them will impact the gener-
ated text content. 3) The generated text is a plain
description of the visual content for dense caption-
ing. But for our task, the generated text is on the

Table 1: Comparisons of different datasets. CI, IC
and FC refer to Caption on /mage, Image Caption and
Fashion Caption.

dataset #image  #text avg len dense task
CapOnlmage 2.1IM 10.07M 4.9 v CI
Flickr30K 30K 150K 12.3 - IC
MSCOCO 123K 616K 104 - IC
VG 108K M 5.7 v IC
TextCaps 28K 142K 12.4 - IC
FACAD 993K 130K 21.0 - FC

image, making it more informative, together with
the visual content.

3 CapOnlmage2M Dataset

In this section, we introduce our proposed CapOn-
Image2M dataset, which is the benchmark for the
CapOnlmage task. We first present an overview of
the dataset collection and statistics, and then com-
pare it with other related image captioning datasets.
A more detailed datasheet describing the motiva-
tion, composition, and recommended uses of our
CapOnlmage2M dataset following (Gebru et al.,
2018) can be found in the Appendix A.

3.1 Dataset Collection and Statistics

The CapOnlmage2M dataset contains 2.1 mil-
lion product images crawled from a Chinese e-
commercial website?, where each image contains
both the product and descriptive captions describ-
ing the product features, efficacy, brand and so
on.(detail information, e.g word cloud, can be
found in Appendix A.) For each image, we em-
ploy an OCR toolkit to recognize the texts and
their spatial locations on the image, and remove the
noise with high perplexities by a pre-trained GPT.

3.2 Comparison with Other Datasets

In Table 1, we compare our CapOnlmage2M
dataset with other image captioning datasets. The
CapOnlmage2M dataset is substantially larger in
both the number of images and texts. Unlike
VG(Krishna et al., 2017b), where the dense cap-
tions independently describe different regions of
the image, the CapOnlmage2M dataset contains
dense captions that describe the same product from
different aspects. In addition to the dense captions
on the image, each image also comes with a prod-
uct title and attributes with an average length of

Zhttps://taobao.com
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34.8 characters as the textual context in the CapOn-
Image2M dataset. Therefore, it can also support the
fashion captioning research as the FACAD(Yang
et al., 2020) dataset does.

4 Model

In this section, we introduce our CapOnlmage
method based on the pre-training and fine-tuning
framework as illustrated in Figure 2. First, we in-
troduce the multi-modal representation of visual,
location coordinates, and product information of
the given input images. Then, a progressive train-
ing strategy with multi-level pre-training tasks is
proposed to enhance the correspondence learning
between textbox locations and captions for caption
generation with a multi-layer transformer.

4.1 Input Representation

The inputs of our model include three parts from
different modalities: the visual image, the textbox
location coordinate and the textual product informa-
tion. We independently encode each modality input
as a sequence of d-dimensional feature vectors as
follows.

Image representation. Given the image, we ex-
tract the grid features with standard ResNet-50 (He
et al., 2016) backbone, which is further end-to-end
fine-tuned with our model. We flatten the k X k fea-
ture map into a sequence and add spatial position
embedding similarly as DETR (Carion et al., 2020).
Specifically, for the ¢-th grid whose horizontal and
vertical indexes are x; and y;, we add learnable
spatial embedding and segment embedding which
indicates the image modality to the appearance fea-
ture v; as follows:

0; = v; + [Emby(z;); Emb,(y;)] + SE,, (1)

where Emby,(-) and Emb,(-) are horizontal and
vertical embedding layers with the output dimen-
sion of ¢, [;] denotes concatenation and SE de-
notes segment embedding. Finally, we represent
the image with a sequence of patch features V=
{1, , gk}

Neighbor-enhanced location representation. We
represent a text box location with 2D co-
ordinates {(Zmin, Ymin), (Tmaz, Ymaz)},» Where
(Tmin, Ymin) 1s the top left corner coordinate and
(Tmazs Ymaz) 1S the bottom right corner coordinate.
We map the real value coordinates into the k& x k
grid and represent them with the same spatial posi-

tion embeddings as image:

ecur = [Embp (xi); Emby (y:); Embn(z;); Embv(yj)](,z)
where {(x;,:), (x,y;)} is the corresponding grid
index.

Furthermore, to avoid the problem of caption
redundancy for adjacent locations, we enhance the
location representation with neighbor locations as
context. We define the distance of two text boxes
as the distance of their centers, the text boxes
whose upper left corner are with smaller value of
x-coordinate plus y-coordinate than the current one
as the previous text boxes, and those larger than
the current one as the next text boxes. Then, we
employ the nearest previous textbox location and
the nearest next textbox location as the neighbor
context, and encode them similarly as e.,,. After
encoding, we concatenate them with the current
location embedding and add a segment embedding
indicating the location modality as follows:

1= Wi - [eprev; encatl; W3 - ecur] +SE;,  (3)

where W7 € R4* 5 and Wy € R2%% 3 are learned
martrices, €prey and ey,¢¢ are the neighbor location
embeddings, SE is the segment embedding.
Product information representation. To generate
informative product descriptions, we also exploit
product information as the textual context, which
is the product title and attribute in this work. We
concatenate them with a special < SEP > token.
Given the product information X = {z1,--- ,zx}
with K words, we embed these words via the same
word embedding matrix as the target caption words,
and add positional and segment embeddings as
follows:

wi™® = W, - 2; + PE; + SE,, 4)
where W, is the word embedding matrix, PE de-
notes sequence positional embedding as in BERT
(Devlin et al., 2019) and SE denotes segment em-
bedding. Finally, we represent the product title

with a sequence of d-dimensional feature vectors
info __ infol K
as W0 = {w™h .

4.2 Pre-training Tasks and Strategy

After encoding each input modality into the com-
mon embedding space, we employ transformer
layers on the multi-modal input to fuse the multi-
modal information. To generate appropriate and
diverse descriptions at different textbox locations,
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Progressive training strategy
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Figure 2: Illustration of our model with four input modalities: image patches, location coordinates, product
information, and the predicted text tokens. Two pre-training tasks are employed to optimize the model with a

@_9

progressive learning strategy from easy to difficult.

denotes parameter sharing and “+” denotes addition. We add

English translation for product information for better understanding.

we pre-train the model with two pre-training tasks,
including Caption Generation (CG) and Caption
Matching (CM). We first pre-train the model with
both CG and CM tasks, and then fine-tune it only
with the CG task for the final caption generation.
Task #1: Caption Generation (CG). We generate
captions using the same multi-modal transformer
layers as decoder following the prefix LM (Raffel
et al., 2020; Dong et al., 2019). Each word predic-
tion can attend to all the image features, neighbor-
enhanced location and product information embed-
dings, as well as previous generated words. We
adopt the auto-regressive training objective for the
CG task, which can be expressed as follows:

T
1 * |k 9 i
Loo =7 ;mgp@t [V VoL W5 6),
5)

where y; denotes the ¢-th word of ground-truth cap-
tion for the current textbox location, and © denotes
all learnable parameters of the pre-training model.
During the inference phase, we first encode the im-
age, location and product information embeddings,
and then feed a special start token [SOS] to predict
the caption word by word.

Task #2: Caption Matching (CM). To help the
model learn which captions are appropriate for
the current image and location while which are
not, we further introduce another pre-training task
called Caption Matching. It is similar to the [TM
task commonly used in vision-and-language pre-
training models (Chen et al., 2020; Li et al., 2020;
Lu et al., 2019; Zhuge et al., 2021), which requires
the model to predict if the image and caption are

semantically aligned. A score s between 0 and
1 is predicted by the hidden output of the [SOS]
token. The positive examples of this task are cor-
responding pairs in the dataset, while the negative
examples can be diverse. In this work, we design
three levels of negative example construction and
progressively learn the task from easy to difficult.
Level-I: Image caption matching. The first nega-
tive level is to randomly replace the correct caption
with descriptions of other images. Therefore, it is
not consistent with the current image content. We
expect the model can recognize such negative ex-
amples according to the visual image and product
information, which are the easiest negative cases.
Level-II: Location caption matching. The second
negative level is to replace the caption with those
in other locations of the same image. It is more
difficult than the Level-I because the negative cap-
tion exactly describes the current image but is not
suitable for the current location. For example, the
product efficacy descriptions may be inappropriate
to appear on the left corner of the product image,
while the product brand is more suitable. We ex-
pect the model can learn the relationship of texts
and textbox locations according to the surrounding
visual context.

Level-III: Neighbor-location caption matching.
Since the captions in neighbor locations are the
most confusing samples, we further introduce the
third negative level, where we randomly replace the
caption with those in neighbor locations, including
the nearest previous location and the nearest next
location defined in Section 4.1. It can be seen as a
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Table 2: We report BLEU (B), METEOR (M), CIDEr and Diversity (D) scores for the captioning on image task
on the CapOnlmage2M dataset. Since the CapOnlmage task is a newly proposed task in this work, we adapt
conventional state-of-the-art image captioning models to this task by introducing text location and textual knowledge
for comparison. We run our experiments 5 times under different random seed and report the average value.

| Validation | Test
Methods ‘ B@l1 B@4 M CIDEr D@1 D@2 ‘ B@1 B@4 M CIDEr D@1 D@2
Up-down w/o TAtt | 15.51 9.79 7.93 108.11 48.73 41.22 | 13.48 8.71 7.89 99.52 46.53 39.51
M2 w/o TALtt 2432 2096 14.58 200.32 54.83 49.29 | 23.19 18.74 12.16 18434 54.11 47.23
RSTNet w/o TAtt 25.18 2046 14.73 19691 56.17 50.85 | 22.87 19.35 11.81 180.50 55.36 46.86
Up-down w/ TAtt 2049 1354 11.52 181.04 6524 56.27 | 1894 1230 10.81 16626 65.72 56.48
M2 w/ TAtt 34.18 2431 18.14 27335 6329 5343 | 31.63 2211 17.71 26522 62.81 54.19
RSTNet w/ TAtt 3342 2391 1728 267.60 64.12 54.53 | 30.54 2094 1720 259.29 63.10 53.84
M4C w/o copying 3646 27.08 20.19 296.73 65.69 55.69 | 35.73 26.24 19.8 287.61 6431 55.01
M4C w/ copying 3598 28.35 2058 29931 6598 55.03 | 36.23 27.15 20.01 28835 64.03 55.23
baseline 3646 27.08 20.19 296.73 65.69 55.69 | 35.73 2624 19.78 287.61 64.31 55.01
w/o locations 17.78  9.36 10.03 99.08 2294 1724 | 17.29 11.04 9.73 95.52 23.05 17.28
no-info (w/o info) 20.81 13.88 11.53 13326 5587 47.32 | 19.94 13.19 10.10 12551 53.84 46.31
no-image 2225 1632 13.51 15559 5871 49.85 | 21.83 1533 11.82 14732 5842 48.61
context 37.69 2798 2191 313.64 7025 60.54 | 37.02 27.23 21.14 30550 70.98 60.90
full 41.77 3220 2452 357.03 74.05 63.20 | 4095 3145 2349 34541 7487 63.70
human |- i - - 9013 7553 | - - - - 8991 7418

special case of Level-1I, which limits the negative
location to the neighboring locations and makes it
more difficult to distinguish.

Progressive training strategy. Since the three lev-
els of CM task are from easy to difficult, inspired
by the human learning procedure, we propose a
progressive training strategy to dynamically adjust
the proportion of each level. Specifically, we ran-
domly replace captions with 60% probability to
form negative samples and leave 40% unchanged
as positive ones. The negative captions come from
the three levels with py, p2 and p3 probabilities re-
spectively, where p; + p2 + p3 = 1. We vary the
probabilities over the course of training, according
to the following formula:

0 (6)

p3 = min(1, step_num - 5000~ %), (7)
po = max(0,1 — p; — p3). (&)

p1 = min(1,2 - step_num

It corresponds to rapidly decreasing the probability
of Level-I from 1 at the beginning and then slowly
decreasing to 0, while linearly increasing the proba-
bility of Level-III from a very small value to 1. As a
result, the probability of Level-II will increase first,
and then decrease. Overall, the training objective
of the CM task can be expressed as follows:

label indicating whether it is a negative or positive
sample.

5 Experiments

We carry out experiments to evaluate the ability of
models for captioning on image given a provided
text layout on the CapOnlmage2M dataset. We
evaluate the caption generation qualities from mul-
tiple aspects, including the accuracy measurement
against the references, and the diversity measure-
ment within an image. Since the correct caption
for each textbox location is not unique, we further
evaluate the firness of generated captions to the cor-
responding textbox locations with respect to the
caption length and type. Besides, we also conduct
human evaluations. More results can be found in
supplementary materials.

5.1 Experimental Setup

Evaluation metrics. For the accuracy measure-
ment, we evaluate the generated captions against
the ground-truth with standard metrics used in the
image captioning task, including BLEU (Papineni
et al., 2002), METEOR (Denkowski and Lavie,
2014) and CIDEr (Vedantam et al., 2015). For
the diversity measurement, we concatenate the
dense captions within an image as a paragraph

Lovy = _E(V LWint Yy~ D [rlog s+(1—r)log(1—s)],and compute the ratio of unique n-grams, called

©))
where s refers to the predicted matching score of a
training sample and r € [0, 1] is the ground-truth

Div@n (Shetty et al., 2017). For the fitness mea-
surement, we show the relationship of generated
caption length to the aspect ratio of text box, and
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Table 3: Captioning results with different pre-training tasks and strategies. fixed denotes training the multi-level CM
task with a fixed proportion, while progressive denotes varying the proportion according to the degree of difficulty

and training steps.

R | Pretrain tasks | Pretrain strategy | Validation | Test
ow
| Level-I Level-Il Level-II | fixed progressive | B@1 B@4 M  CIDEr | B@1 B@4 M  CIDEr
1 ‘ - - - ‘ - - ‘ 37.69 2798 2191 313.64 ‘ 37.02 2723 21.14 305.50
2 v - - v - 38.87 29.23 2232 325.74 | 38.19 2848 21.69 316.46
3 v v - v - 40.22 30.36 22.88 339.72 | 39.36 29.54 22.03 329.77
4 v v v v - 40.55 30.71 23.34 347.30|39.40 29.57 2251 33549
5 ‘ v v v ‘ - v ‘ 41.77 32.20 24.52 357.03 ‘ 40.95 3145 2349 34541

the type distribution of generated captions.
Implementation details. We initialize the ResNet-
50 backbone pre-trained on ImageNet, and fine-
tune it with our model in an end-to-end manner.
Our model has L = 6 transformer layers with the
hidden dimension of d = 1024 and attention head
A = 8. In the pre-training stage, we sample the
batch of CG and CM tasks with a proportion of 3:1
for 200K steps. We adopt a warming-up strategy
for the first 4K steps. For text processing, we tok-
enize Chinese captions into characters and build a
vocabulary with 6263 tokens. We implement our
method using pytorch (Paszke et al., 2019). We
manually search hyper-parameter.

5.2 Comparison with Baseline Models

Since the CapOnlmage task is a newly proposed
task in this work, we adapt conventional state-of-
the-art image captioning models (Up-down (An-
derson et al., 2018), RSTNet (Zhang et al., 2021),
M2 (Cornia et al., 2020), M4C-Captioner (Sidorov
et al., 2020)) to this task as the baselines for com-
parison. The details of compared baseline methods
are expanded on the supplementary materials.

Variants of our model. We also compare with
different variants of our model. Since all the words
to be generated are already in the vocabulary, the
copy mechanism bring no significant improvement
(Table 2), so we remove it and use M4C-Captioner
w/o copying as our baseline model. The no-info
model adopts the same architecture as the baseline
model except that the product information input
is removed. Similarly, the no-image and the no-
locations model share the same baseline model
architecture but with the image and locations input
removed respectively. Our context model is the
baseline model enhanced with neighbor location
contexts, which is still trained only with the CG
task. The full model is our complete model with

progressive pre-training by both CG and CM tasks
on the same dataset.

Table 2 reports the captioning on image results
of different models on the CapOnlmage2M valida-
tion and test sets. It is shown that the conventional
image captioning model without any adaptation
perform poorly on the CapOnImage task. This is
because these models lack the textual context that
can provide rich information for caption genera-
tion. Enhancing the Up-down, M?, and RSTNet
with textual attentions on the additional product
information, the captioning results are significantly
improved. However, they are still inferior to the
adapted text-aware image captioning model, which
has a good ability of multi-modal fusion with the
cross transformer encoder. Therefore, it stands for
a strong baseline for our model. Compared with
the baseline model, our context model enhances
the text location embedding with neighbor location
contexts, which brings significant improvements
on both accuracy and diversity metrics. It demon-
strates the importance of location relationship mod-
eling especially for reducing caption redundancy.
Although good results have been achieved, the
model is only trained with caption generation objec-
tive against the ground-truth, which is not sufficient
to help the model learn complex correspondence be-
tween texts and image locations. Therefore, when
pre-training the context model with both CG and
CM tasks in a progressive manner, our full model
achieves the state-of-the-art results. Nevertheless,
there is still a gap with the human annotations on
the captioning diversity metrics.

To further explore the contribution of each input
modalities, we also report the captioning results
with some input removed(no-locations, no-info,
and no-image). It shows that the location infor-
mation is more important than the visual image
and the textual information for the CapOnlmage
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task. However, these three models are severely infe-
rior to the baseline model with multi-modal input,
which shows the necessity of multi-modal fusion
for this new task.

5.3 Ablative Analysis

Parameters determination.

In Figure 4, we conduct ablation studies to in-

vestigate the suitable parameters for our model.
We use our context model and operate our exper-
iment on test set. The parameter that need to be
determined are number of layers of transformer,
hidden dimension of transformer and grid feature
size of resnet backbone. In Figure 4(a), we study
the impact of these three parameters for caption
performance(BLEU @4 and CIDEr). We choose 6
layer transformer with hidden dimension 1024 and
8% 8 grid size resnet for the intuition of Accuracy-
Efficiency Trade-Offs.
Pre-training tasks and strategy. In Table 3, we
ablate the proposed multi-level pre-training tasks
and progressive training strategy. It shows that pre-
training with only Level-I of the CM task (row 2)
can significantly improve the non-pretrained model
with only CG objective (row 1). It demonstrates
the importance of multi-modal alignment to the
CapOnlmage task. Upgrading the CM task with
more difficult negatives in Level-II helps the model
better learn the relationship of captions and text
locations and thus yields better results (row 3). Fur-
ther incorporating negatives in Level-III bring addi-
tional gains (row4), which confirms the importance
of context information in CapOnIlmage task. How-
ever, since three levels of negative samples are built
from easy to difficult, we seek to boost the learn-
ing process of CM task in an adaptive fashion: the
ratio of pre-training tasks need to be adapted to the
training status and vary in a progressive manner(as
opposed to a fixed proportion of 30%:40%:30%).
Therefore, we propose a progressive training strat-
egy with the proportion of easy task decreased and
hard task increased in the training process. It boosts
the results stably (row 5).

5.4 Caption length to textbox aspect ratio.

Given a textbox location, the generated caption
should exactly fit in with it for visual aesthetic. The
text length and font size are the influencing factors.
Since the short side of the textbox determines the
font size, the aspect ratio (long side length / short
side length) can reflect the most suitable text length.

Table 4: Human evaluation of our full model vs. base-
line model on the test set w.r.t. relevance, diversity and
informativeness.

Base wins (%) Full wins (%) Delta
relevance 31.2 68.8 +37.6
diversity 34.5 65.5 +31.0
informativeness 32.8 67.2 +34.4

Therefore, we show the relationship of our gener-
ated caption length with aspect ratio of the corre-
sponding textbox in the Figure 4(b). It shows that
with the textbox aspect ratio increased, our model
generates longer captions almost linearly, which
demonstrates the controllability of the text box size
to the length of the caption generated by our model.

5.5 Caption type to textbox location.

Besides the caption length, the types of captions
in CapOnlmage2M dataset are diverse at different
image locations. To explore whether the type of
our generated captions is suitable to the given loca-
tions, we visualize the caption type distribution on
the image. Since the caption type annotations are
not available, we automatically group the ground-
truth captions into 4 categories by k-means based
on their sentence-level BERT (Devlin et al., 2019)
embeddings. We then display the same type of cap-
tions using the same color on an image. As shown
in Figure 3(a), the captions with the same type are
located together, which shows that the caption type
is very related to its location. We assign our gener-
ated captions to the 4 clusters and visualize them in
the same way in Figure 3(b). It looks very similar
to the ground-truth type distribution map, which
shows that our model effectively learns the relation-
ship of text location and text type. The meaning of
each color are illustrated in Figure 3(c).

5.6 Human Evaluation

In addition to the objective evaluation, we also con-
duct human evaluation on 400 randomly sampled
images from the test set. We render the generated
dense captions from baseline model and our full
model on the image via opencv. We instruct 5
workers to choose which one is better or they are
not distinguishable based on relevance, diversity
and informativeness respectively and do the major-
ity voting. To avoid the prior bias, we anonymize
the model names and shuffle the predictions ran-
domly. Table 4 shows the human evaluation re-
sults. Our full model significantly outperforms
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the baseline model especially on all three aspects,
which demonstrates the effectiveness of the pro-
posed neighbor-enhanced location embedding and
multi-level progressive pre-training.

5.7 Qualitative Results

Figure 5 visualizes some results of our ful/l model
and baseline model. The baseline model is shown
to generate repetitive captions due to the lack of
global layout awareness. For example, for adjacent
locations, the baseline model repeats the concept of
“mild”, while our model generates more informative
caption of “sensitive skin friendly”. Furthermore,
our model is also shown to better exploit the vi-
sual context to generate more suitable captions. In
the second example, our model generates the text
“suitable for large area makeup” for the down-right
region where a hand appears, while the baseline
model fails to distinguish it with the up-right re-
gion and generates similar descriptions about the
“oblique slop brush”. More visualization results can

Baseline model Ours Ground-Truth

(A
A

(o
p=t

BRTA

rEaAmRE,
aiabl for
Sres maken)

Figure 5: Qualitative dense-captioning on image re-
sults of our full model and baseline model. We add the
English translation for each Chinese caption for better
comprehension.

be found in the supplementary material.

6 Conclusion

In this work, we propose a new vision-and-
language task called CapOnlmage, which aims to
generate dense captions at different locations on an
image with visual and textual context. We propose
a multi-modal pre-training and fine-tuning model
with multi-level pre-training tasks from easy to
difficult for the correspondence learning between
image location and text, and enhance the current
location embedding with neighboring locations to
reduce captioning redundancy. Experimental re-
sults shown that our model can generate control-
lable length and type of captions at different image
locations. In the future work, we will explore to
generate dense captions with self-predicted text lay-
out and combine the layout generation with caption
generation in one joint framework to benefit from
each other.
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Limitations

The definition of our proposed task, i.e., generating
text on image locations based on visual and textual
context, can be found in many scenarios, such as
billboard photos, posters, social platform images,
etc. In this paper, we only report performance on
our collected e-commercial dataset for the conve-
nience of validating our key idea and our proposed
task does not rely on any priors of specific inputs,
so it can be expanded to a wide range of scenar-
ios. In the future, we plan to collect more types of
datasets, which can help us to apply our approach
to more scenarios. Also, our dataset only contains
caption annotations in Chinese.
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A Appendix

In the appendix, we first conduct further analysis
of the choices of contextual locations and the di-
versity of our generated captions. Then claim the
motivation and the challenge for the novel CapOn-
Image task. At last, we take hierarchical presen-
tation of the CaptionOnlmage2M from different
perspectives.

A.1 Choice of contextual locations.

Table AS: Captioning results on the test set with dif-
ferent contextual locations. The number in () means
how many locations used as the context to enhance the
current location embedding.

Methods ‘B@l B@4 CIDEr D@1 D@2

w/o context (0) 35.73 26.24 287.61 69.31 59.01
w/ two random (2) |33.98 24.79 283.73 67.43 57.82
w/ top-1 nearest (2) | 37.02 27.23 305.50 70.98 60.90
w/ top-2 nearest (4) | 37.88 27.10 307.61 70.12 60.34

In Table A5, we take a further study on the
neighbor-enhanced location embedding module
with different contextual locations. With the near-
est neighbor (previous and next) locations used as
the context as described in Section 4.1, our model
significantly improves the accuracy and diversity
metrics. To figure out where the benefit comes
from, we compare with the model using the same
amount of randomly selected locations as context.
Experimental results show that the randomly se-
lected locations cannot improve the results and
may even bring noise, which demonstrates the ef-
fectiveness of our model in encoding neighboring
layout information to generate more appropriate
and diverse captions. When further expanding the
contextual range from the top-1 nearest to the top-2
nearest (top-2 previous and top-2 next), the model
achieves slightly better result on the accuracy met-
ric. To balance the efficiency and quality, we finally

use the top-1 nearest locations as the context in our
model.

A.2 Diversity from the textual input.

In Table A6, we calculate the Bleu score between
the input product information and our generated
captions. Results show that there is only a small
percentage of copy text in our generated captions,
demonstrating that our model is not just simply
“copying text from the input product information”,
but generating diverse captions conditioned on the
multi-modality input.

Table A6: Bleu score between the input product infor-
mation and our generated captions.

# Bleul Bleu2 Bleu3 Bleud4
Test | 0.032 0.021 0.013 0.007
A.3 Motivation

For what purpose was the dataset created? The
dataset was created to support the research on the
captioning on image (CapOnlmage) task, which
aims to generate informative captions at different
appropriate locations in the given image. CapOnlm-
age is a valuable task for both vision-and-language
research and industrial applications. We show the
pipeline of our task on Figure A6.

A4 Composition

What do the instances that comprise the dataset
represent? Each instance in the CapOnlmage2M
dataset contains 50 categories product image, a sen-
tence of product title, several product attributes,
and multiple spatially localized captions with
bounding box coordinates, describing the product
from multiple aspects. We show the word cloud of
product categories on Figure A7. Figure A8 shows
some examples of the CapOnlmage2M dataset.
How many instances are there in total? The
dataset consists of 2.1M images and 10.07M texts
in total. Each image contains an average of 4.8
spatially localized captions.

Does the dataset contain all possible instances
or is it a sample (not necessarily random) of
instances from a larger set? CapOnlmage2M
is a new independent dataset. The instances in
CapOnlmage2M dataset are crawled from an e-
commercial website. New product images with
texts will continue to emerge. Therefore, the cur-
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Figure A7: Word Cloud of 50 product categories. We
show the Word Cloud according to the instances number
of each category.

rent version of the dataset does not contain all pos-
sible instances.

What data does each instance consist of? Raw
data (e.g., unprocessed text or images) or fea-
tures? Each instance contains a product image
with short side as 256 pixel in PNG format, the
processed product title and captions. The original
image with high resolution can be downloaded by
the provided image URL.

Is any information missing from individual in-
stances? No. Everything is included in the dataset.

Are there recommended data splits (e.g., train-
ing, development/validation, testing)? Yes. The
dataset is split into 2.06M images for training, 20K
for validation, and 20K for testing.

Are there any errors, sources of noise, or redun-
dancies in the dataset? We have removed redun-
dant or similar images whose captions are over-
lapped over a threshold. Therefore, the instance
redundancy in the dataset is low. The captions are
automatically recognized by an OCR model, there-
fore, there are noise in the captions of training set.
To ensure the evaluation accuracy, we further man-

ually clean the OCR errors for the validation and
testing sets.

Is the dataset self-contained, or does it link to or
otherwise rely on external resources (e.g., web-
sites, tweets, other datasets)? The dataset is self-
contained, except that the original high resolution
images are linked to a public website. Nevertheless,
the self-contained images are enough to reproduce
the results, and the high resolution images are used
for better visualization.

Does the dataset contain data that might be
considered confidential (e.g., data that is pro-
tected by legal privilege or by doctorpatient con-
fidentiality, data that includes the content of
individuals non-public communications)? No.
All data was collected from a publicly available
e-commercial website.

Does the dataset contain data that, if viewed
directly, might be offensive, insulting, threaten-
ing, or might otherwise cause anxiety? No. The
dataset only consists of product images.

Does the dataset relate to people? Most of the
images only contain products, and only a few im-
ages contain public product spokesmen.

Does the dataset contain data that might be
considered sensitive in any way (e.g., data that
reveals racial or ethnic origins, sexual orien-
tations, religious beliefs, political opinions or
union memberships, or locations; financial or
health data; biometric or genetic data; forms
of government identification, such as social se-
curity numbers; criminal history)? No. The
dataset does not contain confidential information
since all information was crawled from a public
e-commercial website.
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FEIESSHS (36, 654, 229, 702)
(box frame structure)
- U (37,733,256, 772)
(double drawer storage)
| BANBE (264, 733, 498, 772)
Sldr it 4 (extra large amount of content)
ARIELH — J5{&(convience) (523,733, 624, 773)
WEEY. BANER. HE 3 SERd(practical) (630,733,727, 771)

&

VA

Rt (size): 60*60*75mm <t Frie 'EMiﬁjﬁﬁ

..M nass

il

Product Title:

Bk 2 ey QNS G GIEE Svtizh 2 By QN E S 73
7K B (Plastic Water Scoop, Plastic Water Ladle Bath
Ladle Dipper Shampoo Ladle Cup Household Accessories for
Kitchen Bathroom)

Dense Spatially Localized Captions:
AEE (46, 71, 248, 119)
(large Capacity)
SEFREDKA (45,138,323, 184)
(Practical Water Scoop)
REENEETA (60, 226,299, 254)

(Healthy live starts with cleanliness)

;== (275,71, 494, 118)
(Widely Usage)

Product Title:

FARR R DRI E S SRR BB RIF B e/
T581IMI(SENSEN Magnetic Aquarium Fish Tank Brushes
Floating Clean Glass Window Algae Scraper Cleaner Brush
Easy To Use Fish Tank Clean Tools)

Product Attributes:

FRREFRRR (Brand: SENSEN)

Dense Spatially Localized Captions:
LiFigit (356, 31, 760, 131)
(float design)

INI5TIE (350, 145, 761, 247)
(tiny and easy to use)
BRAREEIIR (552,274,718, 306)
(mini magnetic brush)
EEERFEF (45, 746,277,779)

(algac clean tools)

Product Title:
EFLEAR100/ et ABS0FEL100/ AR
SZPIFARPHE L (50kg Nutrient Soil Rich Fertilizer NPK For Plant
Flower Succulent Garden Bonsai)

Product Attributes:

TEYEFHEE (type): BEFFE(Nutrient Soil)

Dense Spatially Localized Captions:

et (327, 165, 795, 252)
(humic nutrient soil)
TEYEAE (412,317, 788, 368)

(plant universal)
5 (546, 466, 757, 517)
(nutrients last)
5K (535, 605, 764, 654)
(keep fertilizer and water)

Product Title:
AAGBATALRR AR TR BETAUFHER

(Red Wood High-quality Household Alloy Chopstick Home

Non-slip Tableware Reusable Food Sticks Traditional Chinese Style)
Product Attributes:

AR (Brand: BENNA)

B B&(material: alloy)

Dense Spatially Localized Captions:

78 (566, 18, 728, 95)
i) (570, 101, 728, 181)
(about to come)

FIERER (621,178, 656, 416)
(the meaning of this stick)

_EEIN—4&(plus additional luck) (656, 197, 688, 426)
FNEADIERIER (689, 183, 723, 506)

77 AKIR(good luck) (570, 189, 619, 420)

Product Title:

R SAAE B MR AT AR RN = /N B R D 49/ ME
(Bedside Cabinet Modern Minimalist Small Storage Cabinet Bedside
Cabinet Storage European Style Cabinet Bedroom)

Product Attributes:

SR (depth): 30cm

Dense Spatially Localized Captions:

FIRE=E (63,414,254, 449)
(take advantage of narrow spaces)

SEF5 AR5 (square to cube) (64, 474,253, 509)
TEZE M (place messy) (64, 534,255, 569)
HEET5#(convience life) (64, 594, 255, 630)
S0EKRENRIT (659,200,707, 491)
(30cm depth design)

BHEEENES (711,162, 769, 541)

(width surface to accommodate more)

Figure A8: Examples of the CapOnlmage2M dataset. We add the English translation for better understanding.
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Ground-Truth S Ground-Truth

gl o i
B} " ==

IELRER L IR

BRETG

= 3
(sheepskin inner) (sheepskin to keep warm

.
(thin) o

5.-%:%
v

IMW/IMM/{J:?

¢ [l cvti-sunlight) anti-moSGEEO)

(gentle repairing) (mild cleaning) (mild and soothing) (moisturizing and repairing) [N, Fba

EIEE SRS . S &

ZEN RN S AE RS ERMB REAE
B %7 j\(whucnlng un)d bt =R (whitening xn;i (whitening and makmg Spots fade away, hydrating and moisturizing) (Flowers booming, brghten your )

= moistrizing =S rejuvenating = -

BBk 7K iEE = BIEEHK L

(make skin moist anl bright) (permeating and more hydfating)

T4 E
i
(SVRINX special whilsnmg gift box)

('Y 1% @ (['”é‘m ('Y Q% @ (‘%’M
o cal evedl| | Bl ual 1B,
~ k !ia
EEdk E@EEK | R xXTEREE

EK iﬂﬁ

md:yde fme ﬂuo!esccnce ﬁee)

(can be heated) (heat-resistant g exploNopael e byistaks) ik vaplos 1% Hg
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Figure A9: Qualitative results of our full model on the CapOnlmage2M test set. We add the English translation for
better understanding.
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Figure A10: (a): Length distribution of caption. (b):
Distribution of captions per image.

A.5 Collection Process

What mechanisms or procedures were used to
collect the data? The raw images and product
title sentences in this dataset were automatically
crawled from Taobao website >. The spatially lo-
calized captions are extracted from the image by
an OCR model, and further manually cleaned for
the validation and testing sets.

A.6 Preprocessing

Was any preprocessing/cleaning/labeling of the
data done? The following steps were taken to
process the data: (1) Crawling raw images and
product titles. We first crawl the raw product im-
ages and titles from the e-commercial website, and
then resize the images with short side as 256. (2)
Detecting texts on the image. For each image, we
employ an OCR toolkit to automatically detect the
texts on the image as well as their bounding box co-
ordinates. (3) Removing redundant instances. We
remove redundant instances whose images contain
similar captions that exceed the overlap threshold.
(4) Removing discount information. We remove
redundant instances that have high correlation with
discount information. (5) Cleaning instances. We
remove the texts longer than 10 or shorter than 2
characters, and remove the instances with only one
caption on the image. Then, we input the automat-
ically recognized captions into a pre-trained GPT
model, and remove the captions with high genera-
tion perplexities. (6) Manual labeling. We further
manually clean the captions with OCR errors in the
validation and testing sets for accurate evaluation.

3https://taobao.com

Is the software used to preprocess/clean/label
the instances available? Yes. All software used
to process the data is open source and has been
mentioned above.

A.7 Uses

Has the dataset been used for any tasks already?
No, the dataset is newly collected from scratch in
this work to support the proposed new task.

What (other) tasks could the dataset be used
for? The dataset was created to support the CapOn-
Image task. In addition, since each product image
is accompanied by a product title sentence, it can
be directly used for the Fashion Captioning (Yang
et al., 2020) task. It may support a wider range of
vision-and-language tasks as well.

A.8 Distribution

We show the distribution of caption length and
number of captions per image in Figure A10.

Will the dataset be distributed to third parties
outside of the entity (e.g., company, institution,
organization) on behalf of which the dataset was
created? Yes. The dataset will be released pub-
licly.

How will the dataset will be distributed (e.g.,
tarball on website, API, GitHub)? The dataset
can be downloaded from Google Drive and Baidu
Disk as a gzipped tar file.

When will the dataset be distributed? The
dataset will be released upon the publication of
this work.

Will the dataset be distributed under a copy-
right or other intellectual property (IP) license,
and/or under applicable terms of use (ToU)?
There will be no license. Users only need to fill in
an agreement form regarding the dataset not to be
used for commercial purposes and citation sugges-
tions etc.

Have any third parties imposed IP-based or
other restrictions on the data associated with
the instances? No. There are no fees or restric-
tions.

A.9 Maintenance

Will the dataset be updated (e.g., to correct label-
ing errors, add new instances, delete instances)?
Yes. The dataset will be updated for fair com-
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parison with future works if there is any kind of
changes.
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