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Abstract

In monolingual dense retrieval, lots of works
focus on how to distill knowledge from cross-
encoder re-ranker to dual-encoder retriever and
these methods achieve better performance due
to the effectiveness of cross-encoder re-ranker.
However, we find that the performance of the
cross-encoder re-ranker is heavily influenced
by the number of training samples and the qual-
ity of negative samples, which is hard to obtain
in the cross-lingual setting. In this paper, we
propose to use a query generator as the teacher
in the cross-lingual setting, which is less de-
pendent on enough training samples and high-
quality negative samples. In addition to tradi-
tional knowledge distillation, we further pro-
pose a novel enhancement method, which uses
the query generator to help the dual-encoder
align queries from different languages, but does
not need any additional parallel sentences. The
experimental results show that our method out-
performs the state-of-the-art methods on two
benchmark datasets.

1 Introduction

Information Retrieval (IR) aims to retrieve pieces
of evidence for a given query. Traditional meth-
ods mainly use sparse retrieval systems such as
BM25 (Robertson and Zaragoza, 2009), which de-
pend on keyword matching between queries and
passages. With the development of large-scale pre-
trained language models (PLMs) (Vaswani et al.,
2017; Devlin et al., 2019) such as BERT, dense re-
trieval methods (Lee et al., 2019; Karpukhin et al.,
2020) show quite effective performance. These
methods usually employed a dual-encoder architec-
ture to encode both queries and passages into dense
embeddings and then perform approximate nearest
neighbor searching (Johnson et al., 2021).
Recently, leveraging a cross-encoder re-ranker
as the teacher model to distill knowledge to a dual-
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Figure 1: The performance of cross-encoder and query
generator when varying the number of training samples
and retrievers. We use BM25 and DPR as retrievers,
respectively. For the cross-encoder (BERT-Large), we
use retrieved top-100 passages which do not contain the
answer as negative and contrastive loss for training. For
the query generator (T5-Base), we firstly train it with
the query generation task and then fine-tune the model
with the same setting as BERT-Large. The reported
performance is the top-5 score of re-ranked top 500
passages on the NQ test set.

encoder has shown quite effective to boost the dual-
encoder performance. Specifically, these methods
first train a warm-up dual-encoder and a warm-up
cross-encoder. Then, they perform knowledge dis-
tillation from the cross-encoder to the dual-encoder
by KL-Divergence or specially designed methods.
For example, RocketQAv2 (Qu et al., 2021) pro-
posed dynamic distillation, and AR2 (Zhang et al.,
2021) proposed adversarial training.

However, there are two major problems when
scaling the method to the cross-lingual dense re-
trieval setting. Firstly, the cross-encoder typi-
cally requires large amounts of training data and
high-quality negative samples due to the gap be-
tween pre-training (token-level task) and fine-
tuning (sentence-level task), which are usually not
satisfied in the cross-lingual setting (Asai et al.,
2021a). Due to expensive labeling and lack of anno-
tators in global languages, especially low-resource
languages, the training data in cross-lingual are
quite limited. Then with the limited training data,
the dual-encoder is not good enough to provide
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high-quality negative samples to facilitate the cross-
encoder. Secondly, the cross-lingual gaps between
different languages have a detrimental effect on the
performance of cross-lingual models. Although
some cross-lingual pre-training methods such as In-
foXLM (Chi et al., 2021) and LaBSE (Feng et al.,
2022) have put lots of effort into this aspect by
leveraging parallel corpus for better alignment be-
tween different languages, these parallel data are
usually expensive to obtain and the language align-
ment could be damaged in the fine-tuning stage if
without any constraint.

To solve these problems, we propose to employ a
query generator in the cross-lingual setting, which
uses the likelihood of a query against a passage to
measure the relevance. On the one hand, the query
generator can utilize pre-training knowledge with
small training data in fine-tuning stage, because
both of its pre-training and fine-tuning have a con-
sistent generative objective. On the other hand, the
query generation task is defined over all tokens
from the query rather than just the [CLS] token in
the cross-encoder, which has been demonstrated to
be a more efficient training paradigm (Clark et al.,
2020). As shown in Figure 1, with the number
of training samples dropping, the performance of
BERT-Large drops more sharply than T5-Base. Be-
sides, the query generator is less sensitive to high-
quality negative samples. As we can see, using
BM25 as the retriever to mine negative samples for
re-ranker training, the gap between cross-encoder
and query generator is smaller than the gap using
DPR as the retriever. Finally, the query genera-
tor can provide more training data by generation,
which is precious in the cross-lingual setting. To
sum up, the query generator is more effective than
the cross-encoder in the cross-lingual setting.

Based on these findings, we propose a novel
method, namely QuiCK, which stands Query gen-
erator improved dual-encoder by Cross-lingual
Knowledge distillation. Firstly, at the passage level,
we employ a query generator as the teacher to distill
the relevant score between a query and a passage
into the dual-encoder. Secondly, at the language
level, we use the query generator to generate syn-
onymous queries in other languages for each train-
ing sample and align their retrieved results by KL-
Divergence. Considering the noise in the generated
queries, we further propose a scheduled sampling
method to achieve better performance.

The contributions of this paper are as follows:

* We propose a cross-lingual query generator as
a teacher model to empower the cross-lingual
dense retrieval model and a novel iterative train-
ing approach is leveraged for the joint optimiza-
tions of these two models.

* On top of the cross-lingual query generator, a
novel cost-effective alignment method is fur-
ther designed to boost the dense retrieval perfor-
mance in low-resource languages, which does
not require any additional expensive parallel
corpus.

» Extensive experiments on two public cross-
lingual retrieval datasets demonstrate the effec-
tiveness of the proposed method.

2 Related Work

Retrieval. Retrieval aims to search relevant pas-
sages from a large corpus for a given query. Tra-
ditionally, researchers use bag-of-words (BOW)
based methods such as TF-IDF and BM25 (Robert-
son and Zaragoza, 2009). These methods use
a sparse vector to represent the text, so we call
them sparse retrievers. Recently, some studies use
neural networks to improve the sparse retriever
such as DocTQuery (Nogueira et al., 2019) and
DeepCT (Dai and Callan, 2020).

In contrast to sparse retrievers, dense retriev-
ers usually employ a dual-encoder to encode
both queries and passages into dense vectors
whose lengths are much less than sparse vectors.
These methods mainly focus on two aspects: pre-
training (Lee et al., 2019; Guu et al., 2020; Lu et al.,
2021; Gao and Callan, 2021a,b; Zhou et al., 2022)
and fine-tuning methods, including negative sam-
pling (Karpukhin et al., 2020; Luan et al., 2021;
Xiong et al., 2021; Zhan et al., 2021) and multi-
view representations (Khattab and Zaharia, 2020;
Humeau et al., 2020; Tang et al., 2021; Zhang et al.,
2022). Another fine-tuning method is jointly train-
ing the dual-encoder with a cross-encoder. For
example, RDR (Yang and Seo, 2020) and FID-
KD (Izacard and Grave, 2021) distill knowledge
from a reader to the dual-encoder; RocketQA (Qu
et al., 2021), PAIR (Ren et al., 2021a), Rock-
etQAv2 (Ren et al., 2021b), and AR2 (Zhang et al.,
2021) jointly train the dual-encoder with a cross-
encoder to achieve better performance.

Recently, with the development of cross-lingual
pre-trained models (Conneau et al., 2020), re-
searchers pay more attention to cross-lingual dense
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Figure 2: Overview of different model architectures designed for retrieval or re-ranking.

retrieval (Asai et al., 2021a; Longpre et al., 2020).
For example, CORA (Asai et al., 2021b) leverages
a generator to help mine retrieval training data,
Sentri (Sorokin et al., 2022) proposes a single en-
coder and self-training, and DR.DECR (Li et al.,
2021) uses parallel queries and sentences to per-
form cross-lingual knowledge distillation.

Re-ranking. Re-ranking aims to reorder the re-
trieved passages as the relevant scores. Due to the
small number of retrieved passages, re-ranking usu-
ally employs high-latency methods to obtain better
performance, e.g., cross-encoder. Traditionally, the
re-ranking task is heavily driven by manual feature
engineering (Guo et al., 2016; Hui et al., 2018).
With the development of pre-trained language mod-
els (e.g., BERT), researchers use the pre-trained
models to perform re-ranking tasks (Nogueira and
Cho, 2019; Li et al., 2020). In addition to cross-
encoder, researchers also try to apply generator
to re-ranking. For example, monoT5 (Nogueira
et al., 2020) proposes a prompt-based method to
re-rank passages with T5 (Raffel et al., 2020) and
other studies (dos Santos et al., 2020; Zhuang et al.,
2021; Lesota et al., 2021) propose to use the log-
likelihood of the query against the passage as the
relevance to perform the re-ranking task.

Recently, with the size of pre-trained models
scaling up, the generative models show competitive
zero-shot and few-shot ability. Researchers start
to apply large generative models to zero-shot and
few-shot re-ranking. For example, SGPT (Muen-
nighoff, 2022) and UPR (Sachan et al., 2022) pro-
pose to use generative models to perform zero-shot
re-ranking. P3 Ranker (Hu et al., 2022) demon-
strates that generative models achieve better per-
formance in the few-shot setting. Note that all of
these works are concurrent to our work. Instead of
using a query generator as a re-ranker only, we pro-
pose to leverage the query generator as a teacher
model to enhance the performance of the cross-
lingual dual-encoder. In addition to the traditional
knowledge distillation, we further propose a novel

cost-effective alignment method to boost the dense
retrieval performance in low-resource languages.

3 Preliminaries

In this section, we give a brief review of dense
retrieval and re-ranking. The overviews of all meth-
ods are presented in Figure 2.

Dual-Encoder. Given a query q and a large cor-
pus C, the retrieval task aims to find the relevant
passages for the query from a large corpus. Usu-
ally, a dense retrieval model employs two dense
encoders (e.g., BERT) Eg(-) and Ep(-). They en-
code queries and passages into dense embeddings,
respectively. Then, the model uses a similarity
function, often dot-product, to perform retrieval:

fae(q,p) = Eq(q) - Ep(p), (1)

where ¢ and p denote the query and the passage,
respectively. During the inference stage, we ap-
ply the passage encoder Ep(-) to all the passages
and index them using FAISS (Johnson et al., 2021)
which is an extremely efficient, open-source library
for similarity search. Then given a query ¢, we
derive its embedding by v, = Eg(q) and retrieve
the top k passages with embeddings closest to v,.

Cross-Encoder Re-ranker. Given a query ¢ and
top k retrieved passages C, the re-ranking task aims
to reorder the passages as the relevant scores. Due
to the limited size of the corpus, the re-ranking task
usually employs a cross-encoder to perform inter-
action between words across queries and passages
at the same time. These methods also introduce a
special token [SEP] to separate q and p, and then
the hidden state of the [CLS] token from the cross-
encoder is fed into a fully-connected layer to output
the relevant score:

fee(q,p) = W x Ec(qllp) + 0, (2)

where “||” denotes concatenation with the [SEP]
token. During the inference stage, we apply the
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cross-encoder E¢(+) to all <q, p> pair and reorder
the passages by the scores.

Query Generator Re-ranker. Similar to cross-
encoder re-ranker, query generator re-ranker also
aims to reorder the passages as the relevant scores.
For the query generator re-ranker, we use the log-
likelyhood of the query against the passage to mea-
sure the relevance:

fao(a:p) =log P(qlp) = > log P(qilg<t, ),

t=0
(3)
where g-; denotes the previous tokens before g;.
The rest of settings are the same as the cross-
encoder re-ranker and are omitted here.

Training. The goal of retrieval and re-ranking is
to enlarge the relevant score between the query
and the relevant passages (a.k.a., positive passages)
and lessen the relevant score between the query and
the irrelevant passages (a.k.a., negative passages).
Let {g;, p;, PiosPixs--- ,p;n} be the i-th training
sample. It consists of a query, a positive passage,
and n negative passages. Then we can employ the
contrastive loss function, called InfoNCE (van den
Oord et al., 2018), to optimize the model:

ef(qzwpf)

Lr=—log €]

eflain)) 4 Z?:o ofaini;)’

where f denotes the similarity function, e.g., fge in
Eq. (1), fee in Eq. (2), or f, in Eq. (3).

Cross-lingual Retrieval. In the cross-lingual in-
formation retrieval task, passages and queries are
in different languages. In this paper, we consider
the passages are in English and the queries are in
non-English languages. A sample consists of three
components: a query in a non-English language, a
positive passage in English, and a span answer in
English. Given a non-English query, the task aims
to retrieve relevant passages in English to answer
the query. If a retrieved passage contains the given
span answer, it is regarded as a positive passage,
otherwise, it is a negative passage.

4 Methodology

In this section, we present the proposed QuiCK.
The overview of the proposed method is presented
in Figure 3. We start with the training of the query
generator, then present how to perform distillation
and alignment training for the dual-encoder, and
we finally discuss the entire training process.

Query-Likelihood

Distillation P(qlp)
T t
Passage L, Query
Encoder Decoder

Retrieved | Query
Passages

Cross-Lingual

Alignment

Cross-Lingual Cross-Lingual
Dual-Encoder Dual-Encoder

T T

Query-Likelihood
Distillation

Query Cross-lingual Query
: Passage : Scheduled X Sampling
| I
| —
I Answer |
| I

Figure 3: Overview of the proposed QuiCK.

4.1 Training of Query Generator

In our method, we employ mT5 (Xue et al., 2021)
as the query generator. The query generator has two
roles: teacher and generator. As a teacher, it aims
to better re-rank the candidate passages with rele-
vance and distill the knowledge to the dual-encoder.
As a generator, it aims to generate synonymous
queries in different languages.

Input Format. As we employ mT5, we design a
prompt template for input sentences. Considering
that most passages are long, we propose introduc-
ing the span answer as input to encourage the gen-
erator to focus on the same segment and generate
parallel queries in different languages. As a re-
sult, we use “generate [language] query: answer:
[span answer] content: [content]” as the template.
For a specific sample, we fill the three placehold-
ers with the language of the target query, the span
answer, and the passage content, respectively.

Training. Considering the two roles of the query
generator, the entire training process for the query
generator contains two stages: query generation
training and re-ranking training.

Firstly, we train the generator with the genera-
tion task, which takes the positive passage as input
and aims to generate the query. The task can be for-
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mulated as maximizing the conditional probability:

¢ = argmax P(q|p, a)
q

, 5
= arg max H P(q|p, a, q<t)
q t=0

where ¢; is the ¢-th token of the generated query,
a denotes the span answer, and g4 represents the
previous decoded tokens. Then we can employ
cross-entropy loss to optimize the model:

T

Log= 5> ~log Plalp.ages),  (©)
t=0

where 7" denotes the number of the query tokens.
Secondly, we train the generator with the re-

ranking task, which takes a query and a passage as

input and outputs the relevant score of the two sen-

tences. The detailed training process is introduced

in Section 3 and is omitted here.

4.2 Distillation for Dual-Encoder

We then present how to distill knowledge from
query generator to dual-encoder. Similar to pre-
vious methods (Ren et al., 2021b; Zhang et al.,
2021), we employ KL-Divergence to perform dis-
tillation. Formally, given a query ¢ and a candidate
passage set C; = {p; }1<i<n Which is retrieved by
the dual-encoder, we compute relevant scores by
query generator and dual-encoder, respectively. Af-
ter that, we normalize the scores by softmax and
compute the KL.-Divergence as the loss:

exp(fqq(q,p))
p'eC, exp(
(

SQQ(Q7 p) = Z

where f,, and f;. denote the relevant score given
by the query generator and the dual-encoder which
are presented in Section 3.

4.3 Alignment for Dual-Encoder

Alignment is a common topic in the cross-lingual
setting, which can help the model better han-
dle sentences in different languages. Previous
works (Zheng et al., 2021; Yang et al., 2022) usu-
ally use parallel data or translated data to per-
form alignment training among different languages.

Here, we propose a novel method to align queries
in different languages for cross-lingual retrieval,
which does not need any parallel data. The core
idea of our method is to leverage the query gener-
ator to generate synonymous queries in other lan-
guages to form parallel cases.

Generation. For each case in the training set, we
generate a query in each target language (a.k.a., if
there are seven target languages, we generate seven
queries for the case). Then we use the confidence
of the generator to filter the generated queries. Spe-
cially, we set filter thresholds to accept 50% of
generated queries.

Scheduled Sampling. In this work, we select a
generated query to form a pair-wise case with the
source query. Considering the semantics of gener-
ated queries, we carefully design a scheduled sam-
pling method to replace the random sampling. For
a generated query ¢/, we first use the dual-encoder
to retrieve passages for the source query ¢ and gen-
erated query ¢/, respectively, namely C; and Cy.
Then we calculate a coefficient for the generated
query ¢’ as

/

_ G nay

max(|Cql, |Cgl)’ ®
, ) d ifd >T,
lo ifd <T,
where threshold 7" is a hyper-parameter and | - |
denotes the size of the set. The basic idea is that
the larger the union of retrieved passages, the more
likely the queries are to be synonymous. When
sampling the generated query, we first calculate
coefficients {c}, ..., c],} for all generated queries

{¢},--..q,}, then normalize them as the final sam-
pling probability p:
y
Pi = =m )
' ZT:O &

where m denotes the number of generated queries.
During the training stage, for each training case,
we sample a generated query to form the pair-case
with the source query ¢ based on the probabilities.

Alignment Training. After sampling a generated
query, we present the how to align the source
query and the generated query. Different to pre-
vious works (Zheng et al., 2021), we employ asym-
metric KL-Divergence rather than symmetric KL-
Divergence due to the different quality of the source
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Algorithm 1: The training algorithm.

Input: Dual-Encoder R, Query Generator
G, Corpus C, and Training Set D.
Initialize R and G with pre-trained model;
Train the warm-up R with Eq. (4) on D;
Train the warm-up G with Eq. (6) on D;
Generate queries for each sample in D;
Build ANN index for R;
Retrieve relevant passages on corpus C
Fine-tune the G with Eq. (4) on D and
retrieved negative passages.

8 while models has not converged do

9 Fine-tune the R with Eq. (11) on D and

retrieved passages;

10 Refresh ANN index for R;

1 Retrieve relevant passages on corpus C';

12 Fine-tune the G with Eq. (4) on D and

retrieved negative passages.

N N AW -

13 end

query and the generated query:

Z Clsde(q,p) Sde(Qap)

La= 5ac(dp)]
pECqUC'{Z de\d' >, P

(10)

where ¢ denotes the query, C; denotes the set of re-
trieved passages, superscript “/” denotes the gener-
ated case, and ¢’ is the coefficient of the generated
query. Note that sg4. in Eq. (10) are normalized
across C, U Cy instead of Cy or Cy in Eq. (7).

4.4 Training of Dual-Encoder

As shown in Figure 3, we combine the distillation
loss and the alignment loss as final loss:
L=Lp+Lp+axLa, (11)

where L£p denotes the distillation loss for the
source queries, £, denotes the distillation loss for
the generated queries, £4 denotes the alignment
loss, and « is a hyper-parameter to balance the loss.
Based on the training method of dual-encoder
and query generator, we conduct an iterative proce-

dure to improve the performance. We present the
entire training procedure in Algorithm 1.

5 Experiments

In this section, we construct experiments to demon-
strate the effectiveness of our method.

5.1 Experimental Setup

Datasets. We evaluate the proposed method on
two public cross-lingual retrieval datasets: XOR-
Retrieve (Asai et al., 2021a) and MKQA (Longpre
et al., 2020). The detailed descriptions of the two
datasets are presented in Appendix A.

Evaluation Metrics. Following previous works
(Asai et al., 2021a; Sorokin et al., 2022), we use
R@2kt and R@5kt as evaluation metrics for the
XOR-Retrieve dataset and R@2kt as evaluation
metrics for the MKQA dataset. The metrics mea-
sure the proportion of queries to which the top k
retrieved tokens contain the span answer, which is
fairer with different passage sizes.

Implementation Details. For the warm-up train-
ing stage, we follow XOR-Retrieve to first train the
model on NQ (Kwiatkowski et al., 2019) data and
then fine-tune the model with XOR-Retrieve data.
For the iteratively training stage, we generate seven
queries for each case (because the XOR-Retrieve
data contains seven languages). We set the num-
ber of retrieved passages as 100, the number of
iterations as 5, threshold 7" in Eq. (8) as 0.3 and
coefficient v in Eq. (11) as 0.5. The detailed hyper-
parameters are shown in Appendix C. And we con-
duct more experiments to analyze the parameter
sensitivity in Appendix D.

All the experiments run on 8 NVIDIA Tesla
A100 GPUs. The implementation code is based
on HuggingFace Transformers (Wolf et al., 2020).
For the dual-encoder, we use XLLM-R Base (Con-
neau et al., 2020) as the pre-trained model and use
the average hidden states of all tokens to represent
the sentence. For the query generator, we lever-
age mT5 Base (Xue et al., 2021) as the pre-trained
model, which has almost the same number of pa-
rameters as a large cross-encoder.

5.2 Results

Baselines. We compare the proposed QuiCK with
previous state-of-the-art methods, including mDPR,
DPR+MT (Asai et al., 2021a), Sentri (Sorokin et al.,
2022), DR.DECR (Li et al., 2021). Note that Sen-
tri introduces a shared encoder with large size,
DR.DECR introduces parallel queries and paral-
lel corpus, but our method only utilizes an encoder
with base size, XOR-Retrieve and NQ training data.
For more fairly comparison, we also report their
ablation results. Here, “Bi-Encoder” denotes two
unshared encoders with base size. “KDxor” de-
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Table 1: Comparison results on XOR-Retrieve dev set. The best results are in bold. “x” denotes the results are
copied from the source paper. Results unavailable are left blank.

| R@2kt | R@5kt
Methods
| Arr. Bn Fi Ja Ko Ru Te |Avg| Ar Bn Fi Ja Ko Ru Te |Avg
mDPR™ 38.8 484 525 266 442 333 399 (405|489 60.2 592 349 49.8 43.0 555502
DPR + MT* 434 539 55.1 402 50.5 30.8 20.2|42.0]524 628 61.8 48.1 58.6 37.8 324|506
Sentri* 47.6 48.1 53.1 46.6 49.6 443 679|51.0|56.8 622 655 532 555 523 80.3|60.8
w/ Bi-Encoder™ | 47.8 39.1 489 512 402 412 494|454 |551 433 59.5 594 512 520 56.9 |53.9
DR.DECR* - - - - - - 66.0 | 70.2 859 69.4 65.1 68.8 68.8 83.2|73.1
wio KDk o S L 606 - - - - - - - |e86
w/o KD - - - - - - 56.6 | - - - - - - - | 63.6
QuiCK 52.8 70.1 622 548 62.8 57.8 70.6 |61.3]63.8 78.0 653 63.5 69.8 67.1 74.8|68.9
QuiCK w/ LaBSE | 67.3 78.9 659 59.8 663 63.7 80.7 | 689|722 832 69.7 68.0 70.9 71.7 84.9 | 744

Table 2: Comparison results on XOR-Retrieve test set.

Methods \ R@2kt R@5kt
GAAMA 52.8 59.9
Sentri 52.7 61.0
CCP 54.8 63.0
Sentri 2.0 58.5 64.6
DR.DECR 63.0 70.3

QuiCK w/ LaBSE 65.6 72.0

notes a distillation method which introduces syn-
onymous English queries. “KDpc” denotes a dis-
tillation method which introduces parallel corpus.
In addition, we also employ LaBSE base (Feng
et al., 2022) to evaluate the proposed QuiCK with
parallel corpus, which is a state-of-the-art model
pre-trained with parallel corpus.

XOR-Retrieve. Table 1 shows the results on XOR-
Retrieve dev set. The proposed QuiCK outperforms
mDPR, DPR+MT, and Sentri with a clear edge in
almost all languages. Although QuiCK does not
introduce any parallel corpus, it also outperforms
DR.DECR w/o KDxpg. Finally, QuiCK based
on LaBSE outperforms all baselines, especially
DR.DECR w/o KDxpg, and even outperforms
DR.DECR which utilizes both parallel queries and
parallel corpus. Note that knowledge distillation
with parallel corpus in DR.DECR is designed for
cross-lingual dense retrieval, but LaBSE is a gen-
eral pre-trained model for all cross-lingual tasks.
These results show the effectiveness of the pro-
posed QuiCK. Our method combines two methods
in dense retrieval and cross-lingual tasks, namely
distillation and alignment. We further analyze the
contribution of each component in Section 5.3.

In addition, we show the results on XOR-
Retrieve test set in Table 2, which is copied from

Table 3: Average performance of 20 unseen languages
in MKQA test set. “x” denotes the results are copied
from the Sentri paper.

Methods | R@2kt
CORA* 41.1
BM25 + MT* 42.0
Sentri*® 53.3
w/ Bi-Encoder™ 453
QuiCK 53.4

QuiCK w/ LaBSE 60.3

the leaderboard' on June 15, 2022. As we can
see, our method achieves the top position on the
leaderboard of XOR-Retrieve.

MKGQA. Furthermore, we evaluate the zero-shot
performance of our method on the MKQA test set.
Following previous works (Sorokin et al., 2022),
we directly evaluate the dual-encoder training on
XOR-Retrieve data and report the performance of
unseen languages on MKQA. As shown in Table 3,
our method outperforms all baselines and even per-
forms better than Sentri. Note that Sentri uses a
shared encoder with large size. The comparison
between Sentri and Sentri w/ Bi-Encoder shows
that the large encoder has better transfer ability. Fi-
nally, the proposed QuiCK w/ LaBSE outperforms
all baselines with a clear edge. It shows the better
transfer ability of our methods.

5.3 Methods Analysis

Ablation Study. Here, we check how each compo-
nent contributes to the final performance. We con-
struct the ablation experiments on XOR-Retrieve
data. We prepare four variants of our method:

1https: //nlp.cs.washington.edu/xorga
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Table 4: Ablation results on XOR-Retrieve dev set.

Methods | R@2kt R@5kt

QuiCK 61.3 68.9
w/o Sampling 59.5 67.5
w/o Alignment 59.9 67.1
w/o Generation 58.8 65.9
w/o All 41.5 534

Table 5: Effect of alignment based on different pre-
trained languages models.

\ XLM-R \ LaBSE
Methods

\ R@2kt R@5kt \ R@2kt R@5kt
QuiCK 61.3 68.9 68.9 74.4

w/o Alignment | 59.9 67.1 67.9 73.8

(1) w/o Sampling denotes without the scheduled
sampling but keep the threshold T for ¢, a.k.a.,
if ¢ > T, then ¢ = 1, otherwise ¢ = 0; (2)
w/o Alignment denotes without £4 in Eq. (11);
(3) w/o Generation denotes without £/, and £4 in
Eq. (11); (4) w/o All denotes without the enhanced
training, a.k.a., the warm-up dual-encoder.

Table 4 presents all comparison results of the
four variants. As we can see, the performance
rank of R@5kt can be given as: w/o All < w/o
Generation < w/o Alignment < w/o Sampling <
QuiCK. These results indicate that all components
are essential to improve performance. And we can
find the margin between w/o Alignment and w/o
Sampling is small, it denotes that the generated
queries are noisy and demonstrate the effectiveness
of our schedule sampling strategy.

Effect of Alignment. As we mentioned in Sec-
tion 1, the alignment established in the pre-training
stage may be damaged without any constraint in
the fine-tuning stage. Here, we construct experi-
ments on both XLLM-R and LaBSE to analyze the
effectiveness of the proposed alignment training.
As shown in Table 5, the proposed alignment train-
ing is effective based on the two models. It in-
dicates that the alignment constraint in the fine-
tuning stage is effective for models which pre-
trained with parallel corpus. And we find that the
gains of alignment training based on XLM-R are
larger than LaBSE, which shows that the alignment
constraint is more effective for models which do
not pre-trained with parallel corpus.

Cross-Encoder versus Query Generator. Here,
we analyze the re-ranking ability of cross-encoder
and query generator. Here, we use the warm-up

59.0
58.0
57.0
56.0
55.0
54.0
53.0
52.0
51.0

100 300 500 700 1000
The number of candidate passages

R@2kt

—)— Query Generator
—{ Cross Encoder

Figure 4: Re-ranking performance of cross-encoder and
query generator on XOR-Retrieve dev set with different
numbers of candidate passages.

/D———D—’{

Re-ranking w/ QG
Re-ranking w/ CE
—)— Distillation w/ QG
—{ Distillation w/ CE

0 1 2 3 4 5
Iteration

Figure 5: The changes of R@2kt during the iteratively
training on XOR-Retrieve dev set. Here, “QG” denotes
Query Generator and “CE” denotes Cross Encoder.

dual-encoder to retrieve passages, vary the number
of candidate passages, and then evaluate the re-
ranked result. As shown in Figure 4, when we use
the top-100 candidate passages, the performance of
the cross-encoder and generator is almost the same.
But as the number of candidate passages increases,
especially when it surpasses 500, the gap between
the performance of the cross-encoder and query
generator gradually becomes larger. It shows low
generalization performance of the cross-encoder
when there are not enough training samples.

Visualization of the Training Procedure. We vi-
sualize the performance changes of R @2kt during
the training of both dual-encoder and query gener-
ator re-ranker which re-ranks the retrieved top-100
passages. We also incorporate a cross-encoder (ini-
tialized with XLM-R Large) to perform distillation
and re-ranking for comparison. As shown in Fig-
ure 5, the R@2kt of all models gradually increases
as the iteration increases. While the training ad-
vances closer to convergence, the improvement
gradually slows down. In the end, the performance
of the dual-encoder is improved by approximately
17%, and the performance of the query generator is
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improved by approximately 20%. Finally, compar-
ing the performance of the cross-encoder and the
query generator, we can find that there are approxi-
mately 6% gaps for both teachers and students. It
shows the effectiveness of our method.

6 Conclusion

In this paper, we showed that the cross-encoder
performs poorly when there are not sufficient train-
ing samples which are hard to obtain in the cross-
lingual setting. Then we proposed a novel method
that utilizes the query generator to improve the
dual-encoder. We firstly proposed to use a query
generator as the teacher. After that, we proposed a
novel alignment method for cross-lingual retrieval
which does not need any parallel corpus. Exten-
sive experimental results show that the proposed
method outperforms the baselines and significantly
improves the state-of-the-art performance. Cur-
rently, our method depends on training data in all
target languages. As future work, we will inves-
tigate how to perform the proposed method for
zero-shot cross-lingual dense retrieval.

7 Limitations

The limitations are summarized as follows.

* The method depends on training data in all tar-
get languages. Intuitively, the method can be
directly applied to the zero-shot cross-lingual
dense retrieval if we only take the passage as in-
put for the query generator, but the query gener-
ator performs poorly in the zero-shot setting. As
future work, novel pre-training tasks for cross-
lingual generation can be considered.

* The method does not investigate how to ef-
fectively train the query generator for the re-
ranking task, just directly applies the training
method for the cross-encoder re-ranker. We
believe the potential of query generators for
re-ranking is strong and designing a special re-
ranking training method for query generators
such as token-level supervision may be interest-
ing for future work.

* The method requires large GPU sources. The
final model approximately costs 12 hours on
8 NVIDIA Tesla A100 GPUs. Although re-
searchers who do not have enough GPU sources
can use the “gradient accumulation” technique
to reduce GPU memory consumption, they also
need to pay more time.

 This work does not consider the inconsistency
between different countries (e.g., law and reli-
gion), which leads to inconsistent positive pas-
sages for synonymous queries in different lan-
guages (e.g., the legal age of marriage varies
from country to country). Because we find that
most of the queries in XOR-Retrieve contain the
target country such as “Mikd on yleisin kissa
laji Suomessa?” (translation: What is the most
common cat breed in Finland?).
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Appendix
A Dataset

XOR-Retrieve. XOR-Retrieve dataset is a cross-
lingual retrieval dataset which aims to retrieve
relevant passages from the English corpus for
non-English queries. XOR-Retrieve data con-
tains queries in seven typologically diverse lan-
guages: Arabic (Ar), Bengali (Bn), Finnish (Fi),
Japanese (Ja), Korean (Ko), Russian (Ru), and Tel-
ugu (Te). The statistics are presented in Table 6.

Table 6: Data statistics for XOR-Retrieve.

| Train Dev Test

Ar 2,574 350 137
Bn 2,582 312 128
Fi 2,088 360 530
Ja 2,288 296 449
Ko 2,469 299 646
Ru 1,941 366 235
Te 1,308 238 374
Corpus size | 18,003,200

MKQA. MKQA dataset is a translated dataset of
10,000 query-answer pairs from NQ to 26 different
languages, and the dataset is only used for evalu-
ation. In our experiments, since we measure the
R @2kt score, we filter the samples which do not
have span answers. Then, we get 6,620 parallel
queries in each language. Finally, we directly evalu-
ate the dual-encoder trained on XOR-Retrieve data
and use the same corpus with XOR-Retrieve in the
experiments. Note that Arabic (Ar), English (En),
Finnish (Fi), Japanese (Ja), Korean (Ko), and Rus-
sian (Ru) are seen in the training stage and we only
report the performance of the rest 20 languages. As
a result, it has a total of 132,400 samples.

B Efficiency Report

We list the time cost of training and inference in
Table 7 which is made with 8 NVIDIA A100 GPUs.

Table 7: Efficiency Report.

Warm-up 3h
Per Iteration of Dual-Encoder 1h
Training | Per Iteration of Generator 0.3h
Index Refresh 0.35h
Overall 11.5h
Build Index 0.35h
Inference | Query Encoding 40ns
Dense Retrieval 2ms

Table 8: Hyper-parameters.

| Parameters Value
Max Query Length 32
Max Passage Length 128
Learning Rate le-5
Batch Size 128
Training ge%_ati_ve Size N dZSSW
) ptimizer am
D Wlagm u% Scheduler Linear
ual-Eneoder | warmup Proportion 0.1
Training Steps on NQ 18400
Training Steps on XOR 2000
Learning Rate le-4
Training Batch Size 64
Warm-up Optimizer AdamW
Generator Scheduler Linear
on QG Warmup Proportion 0.1
Training Steps 5000
Learning Rate le-5
Training Batch'Slze' 32
Warm-up Negative Size 15
G Optimizer AdamW
on Regiﬁlt]?irn Scheduler Linear
& ‘Warmup Proportion 0.1
Training Steps 1000
Learning Rate le-5
Batch Size 64
Candidate Size 32
Tteraively Optimizer Adng
Traini Scheduler Linear
raining of .
Dual-Encoder Warmup Proportion 0.1
u Training Steps 3000
Threshold 7" in Eq. (8) 0.3
Coefficient « in Eq. (11) 0.5
# of iterations 5
Learning Rate le-5
Batch Size 32
Tteraively Neg_atiye Size 15
Training of Optimizer AdamW
G Scheduler Linear
enerator ‘Warmup Proportion 0.1
Training Steps 500
# of iterations 5

C Hyper-parameters

We present all hyper-parameters in Table 8.

D Additional Experiments

D.1 Parameter Sensitivity

In this section, we tune the parameters of the pro-
posed method to analyze parameter sensitivity. We
vary both the threshold T' (Eq. (8)) and the coef-
ficient « (Eq. (11)) in the set {0.1, 0.3, 0.5, 0.7,
0.9}. We report the tuning results with both R @2kt
and R@5kt on the XOR-Retrieve dev set in Fig-
ure 6. As we can see, ' = 0.3 and o = 0.5 lead to
the optimal R @5kt which is the ordering basis on
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Figure 6: Parameter sensitivity.

the leaderboard.

In addition, we find that the optimal R @2kt and
R @5kt are led by different thresholds 7. Because
the two metrics have different sensitivities to data
quality, low-quality data is helpful to R@5kt but
harmful to R@2kt. As a result, a small threshold
T leads to more low-quality alignment training
data and further leads to higher R @ 5kt but lower
R@2kt. On the contrary, the optimal R @2kt and
R @5kt are led by the same coefficient .

Overall, our model is relatively stable when vary-
ing the two parameters, and consistently better than
Sentri and Dr.DECR w/o KD pc.

D.2 Effect of The Number of Candidates

Here, we investigate the effect of the number of
candidates which is demonstrated to have a signif-
icant effect on the final performance. As shown
in Figure 7, a large number of candidates leads
to better performance. And when the number sur-
passes 32, the improvement gradually slows down.
The results indicate that 32 candidates can better
represent the whole corpus.

D.3 Effect of Model Size

Following Sentri (Sorokin et al., 2022), we employ
a shared encoder (i.e., the parameters of the query
encoder and the passage encoder are the same)
with large size as the dual-encoder and evaluate our
method. As shown in Table 9, QuiCK with XLM-R

5k
68.0 —)— R@skt
—{ R@2kt

48.0
44.0
4 8 16 32 48 64
The number of candidate passages

Figure 7: Effect of the number of candidate passages.

Table 9: Effect of model size.

| XLM-RBase | XLM-R Large
| R@2kt R@5kt | R@2kt R@skt

Ar 52.8 63.8 64.4 72.2
Bn 70.1 78.0 77.0 80.9
Fi 62.2 65.3 67.0 70.1
Ja 54.8 63.5 56.4 67.2
Ko 62.8 69.8 67.4 73.3
Ru 57.8 67.1 66.7 72.2
Te 70.6 74.8 794 84.0
Avg 61.3 68.9 68.4 74.3

Large achieves a significant performance improve-
ment, which further demonstrates the effectiveness
of the proposed QuiCK.

D.4 Effect of Scheduled Sampling

Previously, we demonstrate the effectiveness of the
scheduled sampling by ablation study. Here, we
present two generated samples to qualitatively ana-
lyze the scheduled sampling. As shown in Table 10,
for the first case, the generated queries in other lan-
guages have the same semantics as the query from
the source language. The sample is effective in
alignment training and is helpful to achieve better
performance. For the second case, the generated
query in Finnish is relevant to the query from the
source language but not synonymous. The sample
is harmful to the model training. These samples
indicate that the scheduled sampling is necessary
for alignment training. In this way, we can reduce
the impact of the cases which do not have the same
semantics and further achieve better performance.

D.5 Effect of Span Answer

In our method, we employ the span answer to en-
courage the query generator to generate synony-
mous queries. Here, we conduct experiments to
evaluate the effect of the span answer. Specially, we
use another template: “generate [language] query:
[content]” where we only need to fill two place-
holders with the language of the target query and
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Table 10: Two generated examples. The span answers
are in bold.

Passage: Johanna Maria Magdalena "Magda" Goebbels
(née Ritschel; 11 November 1901 — 1 May 1945) was
the wife of Nazi Germany$ Propaganda Minister Joseph
Goebbels. A prominent member of the Nazi Party, she was
a close ally, companion and political supporter of Adolf
Hitler. Some historians refer to her as the unofficial "First
Lady" of Nazi Germany, while others give that title to
Emmy Goring.

Source Query (Ja): I \>F - )T - I TL F -
T L ZIMERTIRER L2 ?
Translation: At what age did Johanna Maria McDalena

Goebbels die?

Generated Query (Ru): B kakom Bo3pacre ymepiia
Marna I'e66ennc?
Translation: At what age did Magda Goebbels die?

Generated Query (Fi): Mind vuonna Magda Goebbels
kuoli?
Translation: In what year did Magda Goebbels die?

Passage: Charles V (24 February 1500 — 21 September
1558) was ruler of both the Holy Roman Empire from 1519
and the Spanish Empire (as Charles V of Spain) from 1516,
as well as of the lands of the former Duchy of Burgundy
from 1506. He stepped down from these and other positions
by a series of abdications between 1554 and 1556. Through
inheritance, he brought together under his rule extensive
territories in western, central, and southern Europe, and the
Spanish viceroyalties in the Americas and Asia.

Source Query (Ko): A1 Zul A= 7}E 54 A4 7]
2 drh Eue?
Translation: How long was the reign of Charles V of the
Holy Roman Empire?

Generated Query (Ru): Ckosbko jer mpasuit Kapa
v?
Translation: How many years did Charles V rule?

Generated Query (Fi): Mind vuonna Charles V hallitsi
Rooman valtakuntaa?

Translation: In what year did Charles V rule the Roman
Empire?

the passage content. We also incorporate the cross-
encoder for comparison. We use the re-rankers
to re-rank the retrieved results of the warm-up
dual-encoder initialized with XLLM-R. Note that
introducing the span answer into the cross-encoder
makes the re-ranking task easier, because the cross-
encoder only needs to check whether the passage
contains the span answer. The scores of this cross-
encoder almost degenerate into hard labels and it
is difficult to effectively train the dual-encoder by
distilling knowledge from this cross-encoder.

We show the results in Table 12. Based on these
results, we have the following findings. On the
one hand, the query generator trained with span
answers is better than the query generator without
span answers. It shows that taking span answers

Table 11: A generated example with different input
templates. The span answer is in bold. Here, “QG”
denotes query generator.

Passage: The Higgs boson is an elementary particle in
the Standard Model of particle physics, produced by the
quantum excitation of the Higgs field, one of the fields
in particle physics theory. It is named after physicist Pe-
ter Higgs, who in 1964, along with five other scientists,
proposed the mechanism which suggested the existence of
such a particle. Its existence was confirmed in 2012 by the
ATLAS and CMS collaborations based on collisions in the
LHC at CERN.

Generated Query by QG w/ span answer (Fi): Kuka on
kehittinyt Higgs-boson?
Translation: Who developed the Higgs boson?

Generated Query by QG w/ span answer (Ko): 3] 1<
< A BAY NP FF AN
Translation: Who first discovered Higson?

Generated Query by QG w/o span answer (Fi): Milloin
Higgs on 1oydetty?
Translation: When was Higgs Found?

Generated Query by QG w/o span answer (Ko): Ko
ObLT TIEpBBIM uccienoBareseM pusuku Higgs?
Translation: Who was Higgs’ first physics researcher?

as input leads to better performance on re-ranking
tasks for the query generator. On the other hand,
both the two query generator is better than the
cross-encoder when re-ranking top-1000 retrieved
passages, it shows the effectiveness of the query
generator in the cross-lingual setting.

In addition, we show queries generated by the
two query generators in Table 11. As we can see,
for the query generator that does not take the span
answer as input, the generated queries can be an-
swered by the passage, but they focus on different
segments of the passage and they are not synony-
mous. On contrary, for the query generator that
takes the span answer as input, generated queries
can be answered by the passage and they are syn-
onymous. It shows that taking the span answer as
input can effectively encourage the generator to
generate synonymous queries.

E Detailed Results

Due to the limited space, we only present average
performance for some experiments in Section 5.
Here, we present the detailed performance in all lan-
guages of these experiments. Firstly, we present the
detailed performance of all methods on the MKQA
test set in Table 13. Secondly, we present the de-
tailed performance of ablation results in Table 14.
Finally, we present the detailed performance for
evaluating the effect of alignment in Table 15.
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Table 12: Performance comparison of different re-rankers on XOR-Retrieve dev set. The best results are in bold.
Here, “QG” denotes query generator.

| R@2kt | R@S5kt
| Acr: Bn Fi Ja Ko Ru Te |[Avg| Ar Bn Fi Ja Ko Ru Te |Avg
Dual-Encoder ‘ 353 43.1 503 357 44.6 31.2 50.0 ‘ 41.5 ‘ 495 549 592 452 551 312 634 ‘ 534

Methods

Re-ranking top-100 retrieved passages

QG w/ Answer | 51.1 57.2 535 432 551 439 61.8|52.356.6 605 60.5 51.0 60.7 46.4 67.6|57.6
QG w/o Answer | 48.9 55.6 54.1 419 533 435 61.8(51.3|56.6 609 599 498 593 46.8 68.1 |57.3
Cross-Encoder | 49.2 53.6 57.6 41.1 540 41.4 63.0 |51.4 553 599 62.1 498 604 473 664|573

Re-ranking top-1000 retrieved passages

QG w/ Answer | 53.7 66.1 56.7 523 59.3 56.1 68.9 |59.0 | 61.2 71.1 62.1 58.1 65.6 61.6 74.4 | 64.9
QG w/o Answer | 52.4 62.8 56.1 49.0 582 557 643|569 599 70.7 62.1 573 649 599 73.5|64.0
Cross-Encoder | 50.8 582 55.1 452 593 50.6 65.5 550|612 674 634 535 663 56.1 739 |63.1

Table 13: Detailed performance on MKQA test set. “x” denotes that the results are copied from the Sentri paper.

Methods Da De Es Fr He Hu It Km Ms NI
CORA™ 445 446 453 448 273 39.1 44.2 22.2 443 473
BM25 + MT* 44.1 433 449 425 369 393 40.1 31.3 42,5 46.5
Sentri* 576 56.5 559 551 479 518 543 439 56.0 56.3
w/ Bi-Encoder® 50.0 47.8 48.7 474 3777 434 418 37.8 495 473
QuiCK 583 564 552 555 447 524 523 42.0 56.9 575
QuiCK w/LaBSE 63.3 61.8 622 624 561 589 60.6 53.0 642 63.0
No Pl Pt Sv Th Tr Vi Zh-cn Zh-hk Zh-tw  Avg

48.3 448 408 43.6 450 348 339 335 41.5 41.0 41.1
433 46.5 457 497 46,5 425 435 375 375 36.1 42.0
56.5 55.8 548 569 553 53.0 544 502 50.7 494 533
49.1 470 477 50.0 465 456 473 426 41.5 41.0 453
57.0 549 547 58.0 557 539 549 504 49.3 48.9 534
62.8 620 615 633 605 606 61.8 573 56.3 56.0 60.3

Table 14: Detailed performance for ablation study on XOR-Retrieve dev set.

| R@2kt | R@5kt
| Arr. Bn Fi Ja Ko Ru Te |Avg| Ar Bn Fi Ja Ko Ru Te |Avg
QuiCK ‘ 52.8 70.1 60.2 54.8 62.8 57.8 70.6 ‘ 61.3 ‘ 63.8 78.0 653 63.5 69.8 67.1 74.8 ‘ 68.9

w/o Sampling | 53.1 684 60.2 50.2 61.1 557 68.1|59.5]634 78.0 64.6 60.6 68.1 63.7 744|675
w/o Alignment | 51.8 68.1 60.8 51.0 60.4 574 702 (599|615 747 64.6 627 688 624 752 |67.1
w/o Generation | 55.0 68.1 59.6 473 60.7 549 664|588 628 740 650 564 663 62.0 748|659
w/o All 353 43.1 503 357 446 312 50.0|41.5|495 549 592 452 551 312 634|534

Table 15: Detailed performance of alignment based on different pre-trained languages models.

| R@2kt | R@5kt
| Acr Bn Fi Ja Ko Ru Te |[Avg| Ar Bn Fi Ja Ko Ru Te |Avg

XLM-R 528 70.1 60.2 548 62.8 57.8 70.6 | 61.3 | 63.8 78.0 65.3 63.5 69.8 67.1 74.8 | 68.9
w/o Alignment | 51.8 68.1 60.8 51.0 604 574 702|599 ]|615 747 646 62.7 688 624 752 |67.1
LaBSE

67.3 789 659 59.8 663 63.7 80.7 ‘ 68.9 ‘ 722 832 69.7 68.0 70.9 71.7 84.9 ‘ 74.4

w/o Alignment | 65.7 78.3 65.0 589 67.0 629 773|679 |725 809 69.7 66.8 719 70.5 845|738
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