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Abstract

We introduce POLENG MT, an MT plat-
form that may be used as a cloud web ap-
plication or as an on-site solution. The
platform is capable of providing accurate
document translation, including the trans-
fer of document formatting between the
input document and the output document.
The main feature of the on-site version
is dedicated customer adaptation, which
consists of training on specialized texts
and applying forced terminology transla-
tion according to the user’s needs.

1 General Description

POLENG MT is an MT translation platform avail-
able in two versions. Using PaaS (Platform as a
Service), the translations are delivered via a cloud
web application. In the on-site scenario, the cus-
tomer organization receives an installation pack-
age to be used in the customer’s infrastructure. In
this case, access to the service is specifically lim-
ited to the customer’s employees. The following
features are shared by both versions of the plat-
form:

* user registration and login;

e document import in .txt, .docx, .pptx
and . x1sx formats;

* document editing in sentence-by-sentence
mode;

* machine translation in an editing window;
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¢ machine translation of entire documents;

« export of the translated document in a format
compatible with the imported document;

* pre-translation of documents using transla-
tion memory fuzzy search matches;

* ability to proofread and approve translations
of sentences;

* expanding translation memory with approved
translations;

e transfer of document formatting (fonts,
styling, text placement) between input and
output document;

e archiving of translated documents per user.

POLENG MT translation models are based on
the Marian (Junczys-Dowmunt et al., 2018) and
fairseq (Ott et al., 2019) NMT frameworks.

2 Customer Adaptation

Adaptation for specific users is carried out in the
on-site versions. The task includes the following
processes:

* SSO (single sign-on) login integration, if ap-
plicable;

* delivery of a translation engine specialized in
the customer’s domain, fine-tuned on docu-
ments provided by the customer;

* incorporation of a customized lexicon into the
NMT engine;

e automatic generation of a lexicon from the
customer’s documents.



The latter two processes take into account the
recognition and generation of inflected forms of
lexicon entries. This problem is addressed in
(Nowakowski and Jassem, 2021) and (Bergmanis
and Pinnis, 2021).

3 Supported Languages

Currently, POLENG MT supports the following
language pairs, in both directions:

* Polish—English;
¢ Polish—Ukrainian;
¢ Polish—-Russian.

In the near future, we plan to add support for
language pairs with other Eastern European lan-
guages, including Czech, Romanian, Bulgarian
and Belarusian.

Upon the customer’s request, the POLENG MT
platform can support any translation direction, on
condition that the customer provides suitable par-
allel data (for example, in the form of business
documents and their translations).
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