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Abstract

Recent developments in machine trans-
lation and speech translation are open-
ing up opportunities for computer-assisted
translation tools with extended automation
functions. Subtitling tools are recently be-
ing adapted for post-editing by providing
automatically generated subtitles, and fea-
turing not only machine translation, but
also automatic segmentation and synchro-
nisation. But what do professional sub-
titlers think of post-editing automatically
generated subtitles? In this work, we con-
duct a survey to collect subtitlers’ impres-
sions and feedback on the use of automatic
subtitling in their workflows. Our find-
ings show that, despite current limitations
stemming mainly from speech processing
errors, automatic subtitling is seen rather
positively and has potential for the future.

1 Introduction

Machine Translation (MT) is today widely adopted
in most areas of translation and post-editing has
been established as a professional practice, shap-
ing the landscape of the translation industry. Au-
diovisual Translation (AVT) is one area where MT
has for long found limited success (Burchardt et
al.,, 2016). Among the main reasons are the in-
ability of MT systems to deal with creative texts
(Guerberof-Arenas and Toral, 2022) and the mul-
timodality of the source, since the translation de-
pends on visual, acoustic and textual elements
(Taylor, 2016). For subtitling, additional chal-
lenges are posed by the formal requirements of the
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target: subtitles should not exceed a specific length
and should be synchronised with the speech (Car-
roll and Ivarsson, 1998). However, recent devel-
opments in neural machine translation (NMT) and
speech translation (ST) are paving the way for vi-
able and usable (semi-)automatic solutions for sub-
titling. Compared to solutions providing MT for
subtitling, automatic subtitling tools do not simply
translate human-generated source language subti-
tles, but incorporate automatic transcription of the
speech, MT, automatic synchronisation (spotting)
and segmentation of the translated speech into sub-
titles. Altogether, these technologies come with
the promise of reducing the human effort in the
subtitling process, but, to date, automatic subtitil-
ing has still to be put to test by the actual users.

Even though translators are fundamental for the
advance of new technologies, their views are of-
ten not sufficiently considered (Guerberof-Arenas,
2013). The study of subtitlers’ perceptions of
the technology they are interacting with can be
beneficial for all stakeholders in the AVT indus-
try. Furthermore, the inclusion of subtitlers in
the process of technological change can alleviate
their resistance to adopting technologies (Cadwell
et al., 2018). Developers can direct their imple-
mentation efforts in the right direction to provide
user-friendly tools and interfaces (Moorkens and
O’Brien, 2017), and AVT trainers can identify nec-
essary skills for teaching and training (Bolafios-
Garcia-Escribano et al., 2021). A better under-
standing of subtitlers’ interaction with technology
can help define the rising profession of the sub-
titler post-editor (Bywood et al., 2017), and es-
tablish metrics and standards to protect subtitlers
against dropping rates and ensure fairness (Nikolic
and Bywood, 2021).

In response to the challenges brought about by



increasing technologisation, in this work we con-
duct a survey of subtitlers’ perspectives on the de-
veloping paradigm of automatic subtitling. This
survey is a timely contribution to take stock of
this nascent technology and its implementation in
the subtitling profession from the very beginning,
while setting the stage for further developments.
The survey focuses on the subtitlers’ user expe-
rience when post-editing automatically-generated
subtitles from and into different Western European
languages. It also aims at collecting feedback on
the main issues and benefits of the technology,
as well as on the impact of automatic subtitling
on the subtitler’s profession. Based on qualitative
and quantitative analysis of a survey questionnaire,
we provide a participant-based evaluation of auto-
matic subtitling and a comprehensive view of sub-
titlers” attitudes towards this new paradigm. Our
findings indicate that despite its current limitations
mainly related to challenges in speech processing,
automatic subtitling has potential and its benefits
are already recognised by the users. Based on the
received criticisms, we provide a list of recommen-
dations for future improvements in automatic sub-
titling tools, which we hope will serve as a guide
for technology developers. We further release the
questionnaire and responses to foster replication
and reproducibility in automatic subtitling.!

2 Related work

Automatising subtitling has recently received
growing interest. One research direction aims at
controlling the generation of captions and subtitles
based on particular variables and properties, such
as genre (Buet and Yvon, 2021), length (Lakew et
al., 2019; Liu et al., 2020) or alignment between
source and machine-translated subtitles (Cherry et
al., 2021). Though relevant from the technological
standpoint, this line of research has employed au-
tomatic metrics for the evaluation of MT and has
not included subtitlers in the evaluation process.
Other studies have tested the usability of MT
for subtitles by focusing on quality and productiv-
ity, mainly through the task of post-editing (PE).
The human evaluation, however, did not always in-
volve professional subtitlers. Some studies used
volunteers (C. M. de Sousa et al., 2011), native
speakers (Popowich et al., 2000; O’Hagan, 2003)
or translators (Melero et al., 2006). Nevertheless,
subtitling requires special training and skills which
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native speakers or translators do not necessarily
possess. Larger scale evaluations involved pro-
fessional subtitlers, but focused on machine trans-
lating human-generated source language subtitles.
This setting has less challenges than automatic
subtitling, since the source text is error-free and
already compressed, while the spotting and seg-
mentation are performed by a human. Volk et
al. (2010) built an MT system between Scandina-
vian languages, which was tested by professional
subtitlers, and collected their feedback in a non-
structured way. The large-scale SUMAT project
(Etchegoyhen et al., 2014) involved two profes-
sional subtitlers per language pair, who performed
post-editing and rated their perceived PE effort.
Matusov et al. (2019) evaluated the productivity
gains of their proposed English into Spanish sys-
tem with two post-editors, who were additionally
asked to rank the adequacy, fluency and design of
the subtitles. User feedback was collected in a non-
structured way, where subtitlers commented on the
post-editing process and on their perception of MT
in their workflows. Lastly, Koponen et al. (2020b)
performed a comprehensive human evaluation of
their MT systems for Scandinavian languages. The
evaluation included the collection of product and
process (keystrokes) data, as well as rich feedback
based on a mixed methods approach using ques-
tionnaires and semi-structured interviews.

Our present study builds upon the work by Ko-
ponen et al. (2020b) by extending the feedback
collection to a larger participant sample (22 com-
pared to 12) working in a variety of Western Eu-
ropean language pairs. One main difference is the
technology behind the generation of the target sub-
titles. In our study, respondents are asked to evalu-
ate their user experience after post-editing subtitles
generated through a three-step fully automatic pro-
cess involving transcription, synchronisation and
translation. On the contrary, in (Koponen et al.,
2020b) source subtitles were first obtained by a hu-
man (subtitle template), and then machine trans-
lated and aligned to the original frames. In addi-
tion, the subtitlers used their preferred subtitling
software in the PE tasks. However, as the authors
admit, the subtitling tools are not designed for MT
Post-editing (MTPE), and may therefore not be op-
timal for the task. Our work has the benefit of eval-
uating the PE experience using a professional tool
specifically tailored for post-editing automatically
generated subtitles as a case study.



3 Methodology

The survey described in this paper was conducted
in December 2021 and consisted in respondents
filling in a questionnaire after having taken part in
testing sessions of an automatic subtitling tool.

3.1 The task

In the PE task, subtitlers were required to post-edit
the automatically-generated subtitles of 8 video
clips. The clips were self-contained excerpts from
different TV series (drama), each around 3 min-
utes long, amounting to a total duration of 30 min-
utes. TV series were selected as the material to
post-edit since they are representative examples of
real subtitling tasks. In addition, they contain ele-
ments which are particularly challenging both for
human subtitlers and automatic systems, such as
background noise, slang, overlapping speech and
multi-speaker events. The original language of the
series was English. Since all subtitlers edited the
same clips but not all of them worked with English
as source language, we used the dubbed version for
subtitlers working from Spanish and Italian.

The task was performed over two consecutive
days and the subtitlers took sufficient breaks be-
tween each video to avoid fatigue effects. The sub-
titlers worked from their personal office without
any explicit time limit. Before starting the task,
all participants, regardless of their previous expe-
rience with the subtitling tool, were asked to famil-
iarise themselves with it by watching a video tuto-
rial, in which the functionalities of the tool were
explained. This setting resulted in a homogeneous
task for all participants, with a sufficient duration
to develop reliable judgements and a robust opin-
ion on their user experience.

3.2 The tool

The automatic subtitling system selected for this
study is integrated in a novel subtitling tool, Mate-
sub.” Matesub is a typical instance of an automatic
subtitling tool. It features a state-of-the-art ST sys-
tem, with automatic generation of timestamps for
the translated subtitles — a process called automatic
spotting (or auto-spotting) — and automatic seg-
mentation of the translated audio into subtitles.
Figure 1 shows a screenshot of the tool. The
subtitlers are presented with a list of the automat-
ically generated subtitles (upper left box) and the
video on which the subtitles appear (upper right).

https://matesub.com/

The boxes corresponding to each subtitle appear at
the bottom of the screen, superimposed on a wave-
form which allows the subtitler to identify parts of
the video corresponding to the selected speech seg-
ments. The position and length (duration) of the
boxes can be adjusted to match the beginning and
the end of the spoken utterance and to accommo-
date the time the subtitle will appear on screen.
Moreover, the tool has a quality assurance fea-
ture which raises an issue whenever pre-defined
subtitling constraints are violated, for example if
a subtitle is too long (length) or disappears too
early (reading speed). All these elements, along
with other useful features, such as keyboard short-
cuts and positioning or colour settings, are im-
plemented in most subtitling editors not offering
MT integration, therefore post-editing subtitles in
Matesub has the benefit of being representative of
subtitlers’ real working settings. The tool is free,
tested in real-life use cases and is already being
used by professional subtitlers.

3.3 Respondents

The respondents were professional subtitlers who
took part in the post-editing task with the Mate-
sub tool. They were recruited through a language
service provider (Translated.com). Participation to
the survey was voluntary and the responses were
collected anonymously. Before starting the sur-
vey, participants were informed about the objec-
tive of the research, the purposes of the data col-
lection and gave their consent. In total, 22 out of
24 subtitlers responded to the questionnaire (91%
response rate). The subtitlers worked in different
language pairs. Table 1 shows the number of sub-
titlers for each language pair. Subtitlers worked in
from-English, into-English, but also non-English
language pairs, which are often disregarded in MT
research (Fan et al., 2021). The focus of the sur-
vey is to obtain a broad overview of subtitlers’
opinions on automatic subtitling, regardless of the
language-specific performance of the technology.
Therefore we opted for selecting respondents so as
to cover a wide range of language pairs.

3.4 Survey and questionnaire

The questionnaire was set up as an online form
containing open and closed questions. It was deliv-
ered in English for all respondents and contained
three parts. The first part collected factual infor-
mation about the subtitlers, such as years of expe-
rience in subtitling, years of experience in MTPE
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Figure 1: The Matesub subtitling tool.

Language pair | Subtitlers

Spanish — English
Spanish — Italian
Spanish — German
Italian — French
English — French
English — Spanish
English — Polish
English — Dutch
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Table 1: Respondents per language pair.

and how often they use Matesub. Three questions
focused on the working settings and the diffusion
of MT in subtitling jobs. These questions asked
how often their subtitling jobs involved using mas-
ter templates, working directly from the video, and
editing machine translated subtitles.

The second part of the questionnaire focused on
the respondents’ user experience with the task of
PE automatically generated subtitles. We used the
User Experience Questionnaire (UEQ) by Kopo-
nen et al. (2020a), a version of the UEQ of Laug-
witz et al. (2008) for end-user evaluation of soft-
ware products, which has been adapted to post-
editing experience. This selection of questionnaire
facilitates comparison of PE in automatic subti-
tling with the PE experience based on a differ-
ent system. By using an existing questionnaire,
we respond to the need for standardisation in ex-
perimental research in AVT and MT. The ques-
tionnaire contained 13 pairs of adjectives related
to the post editing experience, in the form Post-
editing was... (difficult/easy, unpleasant/pleasant,
stressful/relaxed, labourious/effortless, slow/fast,
inefficient/efficient, boring/exciting, tedious/fun,
complicated/simple, annoying/enjoyable, limit-

ing/creative, demotivating/motivating, impracti-
cal/practical).  Since the tool features auto-
spotting and automatic segmentation, we included
evaluations on the quality of spotting and segmen-
tation and the perceived effort of editing them.
The responses are provided on a scale of -3 to +3,
with O representing a neutral mid-point. As in the
UEQ, average scores between -0.8 and +0.8 are
considered neutral evaluations, while scores below
-0.8 correspond to negative evaluations and scores
above 0.8 to positive evaluations.

The last part of the questionnaire contained open
questions on the quality of MT, auto-spotting and
automatic segmentation, as well as the subtitlers’
opinion on the benefits of automatic subtitling,
whether it helps the work of subtitlers and whether
they see any dangers for the profession of subti-
tlers from using automatic subtitling. The open
questions were analysed based on thematic anal-
ysis (Braun and Clarke, 2006) using the Taguette?
software. This analysis aimed at identifying main
issues with the technologies implemented in the
tool, as well as the main benefits from using auto-
matic subtitling. The general opinion on usability
is coded as positive, neutral/mixed or negative.

4 Results

4.1 Subtitlers’ profiles and working settings

The respondents had on average 2.3 years of ex-
perience as subtitlers (SD=1.5, range 1-5 years)
and 2.6 years of experience with MTPE (SD=2.4,
range 0-10 years). In terms of working settings,
there is large variability in the way subtitling is per-

‘https://www.taguette.org/
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Figure 2: User experience (UX) scores. Interrupted vertical lines mark the -0.8/+0.8 threshold for neutral evaluations. Hori-

zontal lines mark standard deviation.

formed. To the question How often do your subti-
tling jobs involve master templates, 5 subtitlers re-
sponded they never work with templates, 4 rarely,
6 sometimes and 7 often. When asked How of-
ten do your subtitling jobs involve working directly
Jfrom the video, 3 subtitlers responded that they al-
ways work from the video, 4 often, 6 sometimes, 5
rarely and 4 never. When it comes to the question
How often do your jobs involve editing machine-
translated subtitles, 4 subtitlers mentioned that
they always edit machine-translated subtitles, 3 of-
ten, 4 sometimes, 6 rarely and 5 never. This shows
that there is variability in the professional condi-
tions in subtitling when it comes to the use of tools,
settings and requirements but, despite this, MT is
a reality for subtitling. In addition, the responses
confirm that our respondent sample covers differ-
ent levels of expertise and a broad skill range.

4.2 User experience

The mean scores for the user experience across
subtitlers and language pairs are shown in Figure 2.
Overall, the post-editing experience can be con-
sidered as neutral to positive, with all except one
mean scores leaning on the positive side of the
scale. The subtitlers found the post-editing pro-
cess simple and practical. Even though still in the
neutral range, the lowest scores were observed for
the quality of autospotting and automatic segmen-
tation, where mean scores are close to 0.

When comparing the scores with the study of
Koponen et al. (2020a), our scores are more dis-
tributed towards the positive side, even though a

direct comparison of the user experience of the dif-
ferent subtitling systems is not the focus of this
paper. It should also be noted that our sample
is larger (22 respondents instead of 12) and with
a larger variety in language pairs (8 compared to
4). In (Koponen et al., 2020a), the lowest aver-
age scores were found for the adjectives labori-
ous/effortless and limiting/creative. This adjective
pairs received low scores in our study too, how-
ever with slow/fast having the lowest score and a
very large deviation. Similarly, the quality of au-
tospotting and segmentation had lower scores than
the effort to fix them. All in all, the user experi-
ence scores show that PE in automatic subtitling
is a task found acceptable by the subtitlers and
pointed out particular limitations, mainly related to
the technical aspects of spotting and segmentation.

4.3 Subtitlers’ feedback

Main issues with automatic subtitling Ta-
ble 2 shows the main issues for automatic transla-
tion, auto-spotting and segmentation, as identified
based on the thematic analysis of the subtitlers’ re-
sponses to the open questions. For automatic trans-
lation, speech recognition errors seem to be the
most common reason for errors in the translation
(10 statements). Subtitlers mentioned that transla-
tion quality was highly influenced by the speaker’s
accent, audio quality and the speed of speech.
For example, they mentioned that muffled or fast
speech, music and background noises can often
confuse the Al. Speech recognition errors have in-
deed been identified as the main issue for speech



Automatic translation Autospotting Segmentation
Speech/audio Inaccurate Oversegmentation
o 10 . 10 . 6
recognition errors (starting to early, too late) (too may short subtitles)
Lexical, punctuation, case 7 False negatives 5 No respect of
P ? (no subtitle when speech) syntactic/semantic units
Missing context, False positives No respect of constraints
. : . 5 . 3 L 4
inconsistencies (subtitle when no speech) and guidelines
Not respecting visual elements Undersegmentation 3
(shot changes) (too long subtitles)
Worked well 3 Worked well Worked well 5

Table 2: Main issues related to automatic translation, autospotting and segmentation, and number of statements.

translation systems, regardless of whether they are
direct or cascaded architectures (Bentivogli et al.,
2021). The second group contained lexical errors,
such as the translation of slang, idioms, colloquial
expressions, figurative language and named enti-
ties, and in some cases, casing and punctuation
(7 statements), with subtitlers reporting that auto-
matic translation still tends to be a bit too literal.
Translations out of context or words translated in-
dividually or inconsistently across the video were
also mentioned as common issues (5 statements).
A subtitler noted that inconsistent translation sug-
gestions by the system may lead the human trans-
lator to lose consistency as well. Three subtitlers
thought translation worked well.

For autospotting, lack of accuracy was the main
reported issue (10 statements), since subtitlers
thought that subtitles often started too early or too
late and were not properly synchronised with the
speaker. False negatives (no subtitle created when
there is speech) and false positives (subtitles cre-
ated when there is no speech) were also reported
in 5 and 3 statements respectively. All these fac-
tors are related to common speech recognition is-
sues, for example when speech is not recognised
due to bad audio quality or when background noise
is recognised as speech. Some subtitlers (2 state-
ments) mentioned that automatically-spotted sub-
titles did not respect shot changes and other visual
elements. Six subtitlers reported that autospotting
worked pretty well or did not report any issues.

For automatic segmentation, oversegmentation
(unnecessarily segmenting subtitles into small
pieces) and undersegmentation (failing to segment
too long subtitles) were mentioned in 6 and 3 state-
ments respectively. Other issues were that the seg-
mentation did not respect the norms of the target
language because of splitting semantic/syntactic
units (5 statements), and that segmentation re-
sulted in subtitles not respecting the guidelines and

length/reading speed constraints.* Five subtitlers
affirmed that automatic segmentation worked well.

Main benefits of automatic subtitling When
asked about the main benefits of automatic sub-
titling, speed was considered the main benefit by
almost all subtitlers (18/22). Surprisingly, this is
in contrast with the low mean score for slow/fast
in the UX questionnaire. When looking into the
benefits reported by subtitlers who rated the PE
experience as slow (negative values for slow/fast),
all of them mentioned that it saves time, but only
on the creation of subtitle boxes and setting the
timestamps. This shows the importance of not
relying only on quantitative scores in participant-
based studies, but complementing the judgements
with quantitative explanations. Additionally, effi-
ciency was noted as a benefit in 10 statements and
reduction of effort related to technical aspects in
6 statements. Specifically, subtitlers reported that
automatic subtitling saves a lot of tedious work,
creates a guideline of what needs to be translated
instead of watching the whole video and serves as a
starting template, which, as a result, allows focus-
ing more on the translation rather than having to
spend time on technical aspects. The provision of
useful suggestions was mentioned in 2 statements,
related to subtitling solutions that the subtitler had
not considered or to terminology and vocabulary.

General impressions for the subtitling profes-
sion To the question whether they think that au-
tomatic subtitling helps the work of subtitlers,
14 subtitlers responded positively, 5 gave neu-
tral/mixed statements and 3 claimed that in most
cases automatic subtitling does not help. The sub-
titlers who responded neutrally mentioned as con-
cerns that the quality depends on the language,

“Netflix guidelines: https:/partnerhelp.netflixstudios.com/hc/en-
us/articles/360051554394-Timed-Text-Style-Guide-Subtitle-
Timing-Guidelines



audio quality, and that it may be useful only for
some applications (e.g. template creation, other
audiovisual products, such as online conferences
or courses, documentaries).

When asked whether they see any possible dan-
ger to the profession because of automatic subti-
tling, 8 subtitlers mentioned they see no dangers
at all, 8 subtitlers saw no dangers for the time be-
ing, given the current state of the technology and
its low diffusion, while 9 subtitlers identified some
type of danger. Possible dangers were the loss
in the quality of the final subtitles (4), dropping
rates (2) and having less or no work if clients se-
lect cheaper, automatic options (5). Another dan-
ger identified was the improper application of the
technology (3 statements), where subtitlers consid-
ered that the profession is not at risk only as long
as a human is involved in the final phase.

5 Discussion

This study focused on subtitlers’ user experience
and perspectives on the task of post-editing auto-
matically generated subtitles. Our findings suggest
a neutral to positive experience. Even though there
are those who still see no benefits from this new
technology, automatic subtitling was welcomed
with enthusiasm by many subtitlers, as an aid to
save time and effort. As with studies on MTPE
experience (Guerberof-Arenas, 2013; Bundgaard,
2017), subtitlers have expressed disfavour towards
automatic subtitling in respect to technological
flaws, but also acknowledged its positive aspects
and expected technology to shape their profession
in the near future. As for the dangers to the pro-
fession, most criticisms were not rooted in the fear
of being outperformed by automatic systems, but
rather in the effect of technology on the final prod-
uct and market consequences (Vieira, 2020). The
positive aspects of technology can only be appre-
ciated when combined with respectful and ethical
professional and market practices.

Previous work reporting feedback of subtitlers
focused on a setting where MT was applied to
human-generated subtitles. The views of the sub-
titlers involved did not lead to auspicious conclu-
sions in favour of the use of MT in subtitling. In
spite of encouraging automatic evaluation scores,
subtitlers were cautious in reporting productivity
gains in (Volk et al., 2010), while in (Etchegoyhen
etal., 2014) PE experience was rated as rather neg-
ative (2.37 on a 1-5 scale), with MT being useful

only for simple and short sentences. An increase
in productivity for simple sentences was reported
in (Matusov et al., 2019), where the two subtitlers
rated their experience as fair. In (Koponen et al.,
2020a) the participants did not find PE particularly
difficult but characterised it as negative or limit-
ing and did not think MTPE increased productiv-
ity. Similar criticisms were reported for MT qual-
ity in our study, with MT described as too literal,
unable to properly translate spoken and figurative
language. However, most subtitlers acknowledged
that automatic subtitling makes their work faster
and more efficient, especially when compared to
old-style subtitling. The difference of our study
compared to studies of MT for subtitling is the au-
tomatisation not only of the translation, but also
of the technical aspects of spotting and segmen-
tation. Subtitlers recognised the importance of
automatising these aspects, which are often char-
acterised as tiresome and dull. By not focusing
only on the translation but the automation of the
technical aspects, automatic subtitling allows sub-
titlers to spare time and effort on the tedious part of
the work (spotting and segmentation) and unleash
their creativity in adjusting the final text.

Our study aimed at providing a broad view of
subtitlers’ perspectives, by complementing quan-
titative scores with open questions, attempting to
cover several language pairs and a range of sub-
titler profiles. However, we acknowledge that
the findings should be interpreted with some cau-
tion. Questionnaire-based studies have a context-
bound nature and may be affected by factors such
as the system (quality, language), the participants
(age, familiarity with technology) and the setting
(Tuominen, 2018). Therefore, some limitations
should be considered when drawing conclusions.

Firstly, responses and user experience scores
may have been affected by the language pair, due
to differences in the subtitling quality depending
on the ASR and MT performance, despite keeping
all other settings (videos, instructions) equal. Still,
we opted for not reporting results separately for
each language pair, since the sample size per pair
(2-3) would be too small to draw robust and gener-
alizable conclusions on a per-language basis. Sec-
ond, even though we attempted to include a broad
range of professional subtitler profiles, the group
is not necessarily representative of the subtitlers’
general population. For example, the respondents’
age, a variable not collected in our survey, may



affect their technological acceptance. Moreover,
their experience in subtitling, template translation
and MTPE varies. We found in statistical tests that
the only variable affecting the user experience is
MTPE experience. Subtitlers with less experience
(<= 2 years) had significantly higher user experi-
ence scores than the more experienced ones. It is
possible that experts, already being used to a cer-
tain level of MT output quality and to their pre-
ferred interfaces, are less willing to change tasks
and tools, while novices, having less consolidated
working practices, are more open and less critical
against new interfaces and workflows. Accepting
to take part in a task involving automatic subtitling
already means the subtitlers were willing, curious
or even familiar with the technology, and therefore
may have been positively inclined towards automa-
tisation in subtitling, contrary to many AVT pro-
fessionals (Audiovisual Translators Europe, 2021).

Lastly, the interface used in PE has a great influ-
ence on user experience. We selected Matesub as
a typical instance of an automatic subtitling tool.
However, the generalisability to other tools is not
guaranteed. In an attempt to test whether previ-
ous experience with Matesub had an effect on user
experience, we separated the respondents in two
groups based on their responses to the question
How often do you use Matesub in your subtitling
jobs: regular users (often, sometimes) and occa-
sional (never, rarely). We found that familiarity
with the tool did not have an effect on the average
user experience scores.® This shows that the tool is
user-friendly, with a steep learning curve, and does
not require extensive training. Less user-friendly
tools may negatively affect the post-editing experi-
ence. Despite these limitations, this study presents
a screenshot of the current state of the quickly
evolving technology, necessary to drive implemen-
tation efforts in the right direction.

5.1 Recommendations for improvement

Our findings have identified some limitations of
current automatic subtitling systems. Based on the
subtitlers’ feedback, we present a list of sugges-
tions for improving automatic subtitling tools in
a direction that benefits the user experience. The
suggestions are listed in order of priority.

SNovices (N=14, M=1.0, SD=0.7) vs Experts (N=8,
M=-0.4, SD=1.1). Based on an equal-variance independent
samples #-test: (¢(20) = 3.82,p = .001)

6Regular (N=14, M=0.6, SD=1.2) vs Occasional (N=8,
M=0.4, SD=0.9). (t(20) = 0.42,p = .679)

e Improving autospotting and segmentation.
The main benefit of automatic subtitling accord-
ing to the subtitlers was eliminating tedious work
and leaving more space for creativity. Given that
many criticisms were addressed to the quality of
autospotting and segmentation, improvements in
the automation of technical aspects are a prior-
ity. Except for improving the accuracy of auto-
spotting through enhanced audio processing and
a more syntactically-informed segmentation, in-
teraction with these elements could become more
user-friendly. For example, it could be useful to
implement interactive features such as automatic
adjustment of subtitle boxes to match length and
reading speed constraints after subtitlers translate
or finish editing one subtitle.

o Improved audio pre-processing. Most prob-
lems in the translation, autospotting and segmen-
tation stemmed from the segmentation of the au-
dio. This is an open problem in speech process-
ing (Gaido et al., 2021; Tsiamas et al., 2022); au-
dio segmentation is typically approached by break-
ing the audio on speaker silences, considered as
a proxy of clause boundaries, and not on syntac-
tic information. A syntax-unaware segmentation is
responsible for translations out of context and the
issues in segmentation (over-undersegmentation,
no respect of syntactic units). In addition, the re-
ported cases of false positives/false negatives in
autospotting (see Table 2) indicate that voice ac-
tivity detection technologies should be improved
to properly distinguish speech from noise.

e Improving in-video consistency. Consis-
tency of MT suggestions is important for easily
spotting errors and for avoiding repetitive correc-
tions. Consistency can be improved through adap-
tive MT (Bicici and Yuret, 2011) or document-
level MT (Lopes et al., 2020).” Another direction
could be the integration of external resources, such
as termbases and translation memories. These aids
have passed the test of time and are usually the first
requirement of users before overshooting with MT
solutions (Audiovisual Translators Europe, 2021).

e User experience vs. automatic metrics.
Punctuation and casing was reported as an issue
for automatic translation. However, WER, the
metric used to evaluate ASR systems, is normally
computed in a case/punctuation insensitive way.
Casing and punctuation cannot be derived directly
"However, it should be noted that (Koponen et al., 2020b)

found no preference for document-level MT compared to
sentence-level MT in subtitling.



from the audio and therefore these errors are tra-
ditionally considered as less relevant by the scien-
tific community. On the contrary, in the context of
automatic subtitling they must be weighed appro-
priately. This points out the need for task-specific
evaluation metrics, which take into account ele-
ments that shape user experience.

e Incorporation of elements from the visual
modality. Since subtitling is highly multimodal
and intersemiotic, ignoring elements from the vi-
sual modality can result to errors. Some fea-
tures from the visual modality are already inte-
grated in many (non-MT) tools, e.g. marking of
shot changes. Another useful feature could be the
recognition of on-screen text.

6 Conclusions

In this work we presented findings on subti-
tlers’ user experience and perspectives when post-
editing automatically generated subtitles, based on
a survey questionnaire. Subtitlers’ experience was
marked as neutral to positive. Thematic analysis of
the open questions showed that the main issues of
automatic subtitling stem from failures in speech
recognition and pre-processing, which result in er-
ror propagation, translations out of context, inac-
curacies in auto-spotting and suboptimal segmen-
tation. However, subtitlers acknowledge the posi-
tive sides of the technology, which are speed and
reduction of effort, especially related to the techni-
cal aspects, as well as the provision of useful sug-
gestions. We conclude that, despite current limita-
tions, automatic subtitling tools can be beneficial
for subtitlers, as long as improvements consider
subtitlers’ opinions, and ethical and professional
standards are respected. We expect that as au-
tomatic subtitling tools mushroom, larger studies
will be needed to explore different variables and
monitor the progress in automatic subtitling.
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