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Abstract

Social media has become a dangerous place
as bullies take advantage of the anonymity the
Internet provides to target and intimidate vul-
nerable individuals and groups. In the past few
years, the research community has focused on
developing automatic classification tools for de-
tecting hate-speech, its variants, and other types
of abusive behaviour. However, these meth-
ods are still at an early stage in low-resource
languages. With the aim of reducing this bar-
rier, the TamilNLP shared task has proposed a
multi-classification challenge for Tamil written
in Tamil script and code-mixed to detect abu-
sive comments and hope-speech. Our participa-
tion consists of a knowledge integration strat-
egy that combines sentence embeddings from
BERT, RoBERTa, FastText and a subset of
language-independent linguistic features. We
achieved our best result in code-mixed, reach-
ing 3rd position with a macro-average f1-score
of 35%.

1 Introduction

Some users make use of social networks to attack
others. Bullies target vulnerable individuals groups
with the goal of putting them down. This harass-
ment is done on basis of traits such as sexual ori-
entation, religious affiliation, gender, or ethnicity.
This speech is known as hate-speech and its auto-
matic detection has recently been explored because
the number of daily posts on social networks make
it impossible to review all of them manually. The
biggest challenges of automatic hate classification
are the use of figurative language and that it is not
enough just to use offensive language to consider
a document as hate speech. Besides, although the
performance of hate-speech detectors is not bad (at
least in controlled environments), they are language
and cultural dependent. This makes it difficult to
automatically detect hope and hate speech in low-
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resource languages like Tamil, where some of the
state-of-the-art techniques have yet to be explored.

In these working-notes, the participation of the
UMUTeam in the TamilNLP shared task (Priyad-
harshini et al., 2022) (ACL-2022) is described. In
this shared task, the organisers want the participants
to detect abusive comments in comments posted in
YouTube (Chakravarthi, 2020; Chakravarthi and
Muralidaran, 2021; Hande et al., 2021). This
is a multi-classification task. The labels are
misandry, counter-speech, misogyny, xenophobia,
hope-speech, homophobia, transphobia, and none-
of-the-above. The overall performance of each
submission is measured using the macro average
precision, recall and f1-score.

Two datasets are published. One in Tamil script
and another in Tamil using Latin characters (code-
mixed). The comments from YouTube are mostly
composed by only one sentence. The dataset anno-
tators rate each comment individually (that is, the
annotators did not know if the comment is response
to another comment or which is the context of the
video). The task organisers published the datasets
divided into training and development. Table 1 de-
picts the number of labels per dataset. It can be
seen that, on the one hand, there is a strong imbal-
ance between the labels and, on the other, that the
code-mixed dataset is much larger.

Label Tamil-script Code-mixed
none-of-the-above 1642 4639
misandry 550 1048
counter-speech 185 443
misogyny 149 367
xenophobia 124 266
hope-speech 97 261
homophobia 43 215
transphobic 8 197

Table 1: Dataset statistics per label
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2 Related work

Automatic abusive comment detection has gained
academic relevance. In fact, it is a trending topic
in international workshops on Natural Language
Processing. For instance, the MEX-A3T shared-
task (IberLEF-2019), Germ-Eval 2018 (Wiegand
et al., 2018), or EvalIta 2018 (Bosco et al., 2018)
among others.

The common approaches for the development
of automatic abusive comment detectors are based
on automatic document classification. Therefore,
the most common way to do it is by building an
automatic classifier based on supervised learning.
To do this, some approaches rely on extracting
statistical features, such as Bag-of-words, TF–IDF,
word or sentence embeddings, and use them to
train an automatic classifier based on traditional
machine-learning models or neural networks with
a convolutional, recurrent or based on transformers
architecture.

Modern approaches for detecting abusive com-
ments are based on ensemble learning. For in-
stance, the authors of (Molina-González et al.,
2019), which participated in the MEX-A3T, pro-
posed an ensemble learning model based on a soft-
voting strategy. To the best of our knowledge, nev-
ertheless, little research has evaluated knowledge
integration strategies for abusive comment detec-
tion. In (Ahuja et al., 2021), the authors combined
four traditional machine-learning models based
Bag-of-Words features, and two deep-learning ar-
chitectures (a convolutional and a recurrent neural
network) based on pretrained word embeddings
from FastText and GloVe. In (García-Díaz et al.,
2022), the authors compared ensemble learning
strategies with knowledge integration with four
datasets of hate-speech datasets in Spanish. Their
evaluation suggest that knowledge integration out-
performs ensemble learning slightly.

There is also some work focused on specific
types of hate-speech. Our research group, for ex-
ample, compiled the Spanish MisoCorpus 2020
(García-Díaz et al., 2021a), concerning different
types of misogynistic behaviour in Spanish.

3 Methodology

Our methodology is depicted in Figure 1. In a
nutshell, it can be described as follows. For both
datasets, we extract four feature sets: LF, SE, BF,
and RF. The details of each feature set are described
in more detail in these working notes. Next, we

train a neural network model for each feature set.
We use these neural networks to build a new model
based on ensemble learning. This new model
combines the predictions of each model. Besides,
we also evaluate a knowledge integration strategy.
With the knowledge integration strategy, a new neu-
ral network is trained with all the feature sets at
once. For this, we connect each feature set to a
input layer and combine their weights in a new hid-
den layer. Finally, we select the best strategy and
obtain the predictions of the official test split.

Tamil (native-script)

BERT embeddings
(BF)

Linguistic Features
(LF)

Sentence Embeddings
(SE)

Results

Tamil (code-mixed)
RoBERTA embeddings

(RF)

Knowledge
Integration

Ensemble
learning

Figure 1: System architecture

Next, the feature sets are explained in detail.
The first feature set (LF) is a subset of language-
independent linguistic features from the UMU-
TextStats tool1 (García-Díaz et al., 2021b; García-
Díaz and Valencia-García, 2022). These features
include stylometric features (for instance, word and
sentence average and Type-Token Ratio), emojis,
and Part-of-Speech features. The second feature
set (SE) are non-contextual sentence embeddings
from FastText (Mikolov et al., 2018). It is worth
noting that FastText has a model for Tamil (Grave
et al., 2018). FastText provides a tool to extract
sentence embeddings. These embeddings are made
up of the average of all the words in each document.
The embeddings obtained from FastText are non
contextual (they ignore word order). The third and
forth feature sets are sentence embeddings from
BERT (BF) (Devlin et al., 2018) and RoBERTa
(RF) (Liu et al., 2019). In case of Tamil, we use
multilingual BERT (Devlin et al., 2018) and XLM
RoBERTa (Conneau et al., 2019).

To extract the sentence embeddings from BERT
and RoBERTa we conduct a hyperparameter se-

1https://umuteam.inf.um.es/umutextstats
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lection stage that consisted in the evaluation of
10 models with Tree of Parzen Estimators (TPE)
(Bergstra et al., 2013). We evaluate a weight decay
between 0 and .3, 2 batch sizes (8 and 162), four
warm-up speeds (between 0 and 1000 with steps
of 250), from 1 to 5 epochs, and a learning rate
between 1e–5 and 5e–5. Once we obtained the
best configuration for BERT and for RoBERTa, we
extract their sentence embeddings extracting the
[CLS] token (Reimers and Gurevych, 2019).

The next step in our pipeline is the training of
the neural network models. For this, we conduct
several hyperparameter optimisation stages with
Tensorflow and RayTune (Liaw et al., 2018). This
stage is used for each feature set (LF, SE, BF, RF)
and for the knowledge integration strategy (LF +
SE + BF + RF). Each hyperparameter optimisation
stage evaluated 20 shallow neural networks and 5
deep neural networks. The shallow neural networks
contains one or two hidden layers max with the
same number of neurons per layer. For these, we
evaluate linear, ReLU, sigmoid, and tanh as
activation functions. The deep-learning networks
can be from 3 to 8 layers. Besides, each hidden
layer can have different number of neurons. These
hidden layers and their neurons are arranged in
shapes, namely brick, triangle, diamond, rhombus,
and funnel. For the deep neural networks we eval-
uated sigmoid, tanh, SELU and ELU as activa-
tion functions. In these experiments, we test two
learning rates: 10e-03 and 10e-04. We also
evaluate large batch sizes (128, 256, 512) due to
class imbalance. Our objective is that every batch
has sufficient number of instances of all classes. Be-
sides, we also include a regularisation mechanism
based on dropout, testing different ratios between
.1 and .3.

Due to page length restrictions, we only report
the results achieved with the knowledge integration
strategy, as it is the neural network that we use for
our official participation. The results achieved with
the validation split are depicted in Table 2. We re-
port a macro f1-score of 49.834% for Code-mixed
and 46.167% for Tamil-script. Concerning the indi-
vidual labels, the best results are obtained with the
none-of-the-above label (the majority class). We
observed that documents labelled as transphobic
label in Tamil-script (66.667%) achieved promis-
ing results whereas its counter-part in Code-mixed

2In case of Tamil, our GPU does not support batch size of
16, so we only evaluate 8

achieved limited results (24.561%). This behaviour
is explained due to the limited number of examples
of this label in Code-mixed. In fact, the results are
usually better for Tamil except with documents la-
belled as xenophobia, in which our model achieved
very good precision in Code-mixed (80.357%) but
limited in Tamil (48.936%).

Besides, we include the confusion matrix for
Code-mixed (top) and Tamil-script (bottom) in Fig-
ure 2. With the confusion matrix, we can observe
what are the wrong classifications made by each
model. As expected, the none-of-the-above-label
(that is, the neutral label) is the label that has the
larger number of wrong classifications. In case of
Tamil-script, we can observe that documents la-
belled as hope-speech are commonly misclassified.
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Figure 2: Confusion matrix for report for Code-mixed
(top) and Tamil-script (bottom) with the validation split
in the neural network that combines all feature sets
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precision recall f1-score precision recall f1-score
Code-mixed Tamil-script

none-of-the-above 83.93 82.44 83.17 81.64 77.17 79.34
misandry 71.98 62.38 66.84 62.20 59.09 60.61
counter-speech 34.85 51.69 41.63 35.09 54.05 42.55
xenophobia 80.36 61.22 69.50 48.94 46.00 47.42
hope-speech 41.74 44.86 43.24 33.33 23.08 27.27
misogyny 34.78 30.48 32.49 37.50 50.00 42.86
homophobia 45.76 31.40 37.24 43.48 55.56 48.78
transphobic 18.79 35.44 24.56 100.00 50.00 66.67
macro avg 51.52 49.99 49.83 49.13 46.11 46.17
weighted avg 73.05 70.82 71.61 68.65 66.87 67.46

Table 2: Precision, recall, and f1-score for Code-mixed (left) and Tamil-script (right). These results are obtained
with the knowledge integration strategy that combined LF, SE, BF, and BF

4 Results and discussion

One of the biggest challenges in this shared task is
that the CodaLab leader board is disabled. There-
fore, we could not review that the output file is
correct.

Table 3 depicts the official leader board for Code-
mixed and Table 4 for Tamil-script. Note that these
results were provided by the organisers and we can
not report more precision. It can be seen that we
achieved the 3rd position in the official leader board
for code-mixed, with the same f1-score that the sec-
ond participant (with fewer accuracy and precision
but a higher recall). We achieved very limited re-
sults in Tamil-script, reaching 9th position in the
official ranking. As it can be observed, we obtained
very limited precision and recall. In view of these
results, it is possible that our neural network model
has not learn to classify correctly the labels and it
is always predicting the same result.

Team Acc m-P m-R m-F1
abusive-checker 65 46 38 41
GJG_TamilEnglish 60 37 34 35
UMUTeam 59 35 37 35
Optimize_Prime 45 31 38 32
MUCIC 54 40 28 29
CEN-Tamil 56 30 23 25
DLRG 60 18 15 14
BpHigh 15 14 16 10

Table 3: Official results for the code-mixed, showing the
accuracy and the macro precision, recall, and F1-score

Team Acc m-P m-R m-F1
CEN-Tamil 63 38 29 32
COMBATANT 53 29 33 30
DE-ABUSE 61 33 29 29
DLRG 60 34 26 27
TROOPER 61 40 23 25
abusive-checker 45 14 14 14
Optimize_Prime 44 13 13 13
GJG_Tamil 43 13 14 13
UMUTeam 39 13 13 13
MUCIC 46 12 13 12
BpHigh_tamil 7 18 12 6

Table 4: Official results for Tamil-script, showing the
accuracy and the macro precision, recall, and F1-score

5 Conclusions and promising research
lines

This working notes describe the participation of
the UMUTeam in the TamilNLP-ACL2022 shared
task, concerning abusive detection in Tamil written
in Tamil-script and code-mixed. In this work, we
have combined four feature sets from linguistic
features to three types of sentences embeddings.
We have combined these features in a knowledge
integration strategy. We reached the 3rd position in
Code-mixed and 9th position in Tamil-script.

As future work, we will focus on the develop-
ment of language-independent linguistic features.
For example, we have adapted UMUTextStats to
use different PoS models from Stanza (Qi et al.,
2020), which has allowed to extend the subset of
the linguistic features for Tamil. Besides, we will
compile idioms and extending the dictionaries to
improve the figurative language identification (del
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Pilar Salas-Zárate et al., 2020), thus improving the
performance of automatic document classification.
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