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Abstract

Trolling refers to any user behavior on the
internet to intentionally provoke or instigate
conflict, predominantly on social media. This
paper aims to classify troll meme captions in
Tamil-English code-mixed form. Embeddings
are obtained for raw code-mixed text, and the
translated and transliterated version of the text
and their relative performances are compared.
Furthermore, this paper compares the perfor-
mances of 11 different classification algorithms
using Accuracy and F1- Score. We conclude
that we were able to achieve a weighted F1
score of 0.74 through MuRIL pretrained model.

1 Introduction

Technology is ingrained in every aspect of our lives.
We require it to communicate with others and thrive
in the modern world. We increasingly rely on text-
based mediums to interact with technology every
day. Hence there is a need for machines to un-
derstand natural human languages. However, it
is challenging for computers to understand natu-
ral languages because of the inherent ambiguity
in both the syntax and the semantics of natural
language (Priyadharshini et al., 2021; Kumaresan
et al., 2021).

With the ease of accessing the internet and the
surge in the number of social media platforms, so-
cial media has become an essential and influen-
tial aspect of everyone’s life (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021). It has also
brought about a change in the way regional lan-
guages are expressed. Native script of the regional
language is not used for exchanges on social me-
dia platforms (Chakravarthi et al., 2021). Instead,
native speakers use Roman script combined with
English words or phrases through code-mixing to
express their ideas. The text generated by users in
social media contains a high amount of spelling
mistakes, phonetic typing, wordplay characters,
and modern internet slang (Sampath et al., 2022;

Ravikiran et al., 2022; Chakravarthi et al., 2022;
Bharathi et al., 2022; Priyadharshini et al., 2022).
This is mainly due to the limitation of the En-
glish keyboard and the speed at which the modern
world moves. Thus, the study of text expressed in
code-mixed form is essential (Priyadharshini et al.,
2020).

In this paper, we explain our submission to
DravidianLangTech-ACL2022 for the task of Troll-
meme classification in Tamil. Tamil is a member
of the southern branch of the Dravidian languages,
a group of about 26 languages indigenous to the
Indian subcontinent (Subalalitha, 2019; Srinivasan
and Subalalitha, 2019; Narasimhan et al., 2018).
The earliest Old Tamil documents are small inscrip-
tions in Adichanallur dating from 905 BC to 696
BC (Anita and Subalalitha, 2019b,a; Subalalitha
and Poovammal, 2018). Tamil, one of the 22 sched-
uled languages in the Indian Constitution, was the
first to be designated as a classical language of In-
dia (Sakuntharaj and Mahesan, 2021, 2017, 2016;
Thavareesan and Mahesan, 2019, 2020a,b, 2021).
We brief on all the embedding techniques like TF-
IDF, m-BERT, MuRIL, IndicFT, etc., and various
classification algorithms, including Logistic Re-
gression, Decision tree, SVM, etc., that were im-
plemented in the process. The rest of the paper is
organized as follows. Section 2 details the related
works done in the field, and Section 3 describes the
dataset used. Section 4 expands on the methodol-
ogy and experimental setup, Section 5 discusses
the results obtained, and Section 6 elucidates the
conclusions.

2 Related work

There has been a rapid rise in the number of inter-
esting studies performed in the domain of Dravid-
ian code-mixed text analysis in the last few years
(Chakravarthi et al., 2021, 2020; Ghanghor et al.,
2021a,b; Yasaswini et al., 2021).

Sub-word level or morpheme level embedding
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technique obtained using a 1D convolution layer
with ReLLU activation was proposed by Joshi et al.
(2016). After getting a morpheme-level feature
map, a 1-D maximum pooling layer is used to ob-
tain its most prominent features. LSTMs are used
to obtain the connections between each of these
features due to their ability to process sequences
and retain information.

Bharathi et al. (2021) proposed using TF-IDF
and m-BERT embeddings coupled with classifica-
tion models like Random Forest, Naive Bayes, and
Multi-Layer Perceptron for the task of classifying
English text code-mixed with Dravidian languages
as offensive or not-offensive.

Selective translation and transliteration was per-
formed by Sai and Sharma (2021), to convert the
whole text to Tamil text in native script. XLM-
RoBERTa multilingual model was used to obtain
embeddings. Multiple classification algorithms
were used to classify code-mixed text as offen-
sive and not-offensive, and logistic regression was
found to perform the best.

An ensembling of multiple classification algo-
rithms applied on TF-IDF embedding was exper-
imented in Kumar et al. (2021). It was found to
perform well for shorter Dravidian code-mixed sen-
tences like YouTube comments, which can be con-
sidered to be similar to meme captions.

We hypothesized translation and transliteration
should improve the overall classification accuracy
of the text when the troll script is code mixed. In ad-
dition, using language-specific embeddings would
yield an improvement.

3 Data

3.1 Data description

The dataset used is the official dataset released in
DravidianLangTech-ACL2022, which comprises
captions from memes, and each caption is la-
belled as either troll or not troll. The data is rep-
resented in the Tamil-English code-mixed form,
with the sentences comprising Tamil and English
words but written in Roman script. (Suryawan-
shi et al., 2020)(Suryawanshi and Chakravarthi,
2021)(Suryawanshi et al., 2022)

Examples of the meme captions and its labels in
Figure 1

3.2 Data distribution

The training data contains 2300 captions, each la-
belled as either troll or not troll, with a distribution

of 1282 captions labelled as troll and 1018 captions
labelled as not troll. The test dataset contains 667
captions, with 395 labelled as troll and 272 labelled
as not troll.

Dataset Troll Not troll Total
Train 1282 1018 2300
Test 395 272 667

Table 1: Distribution of the dataset

4 Methodology

4.1 Data pre-processing

The raw dataset was initially pre-processed to con-
vert the text to lower case and remove URLs, spe-
cial characters, extra spaces, and emoticons. Apos-
trophe abbreviated words like “they’re”, “it’s”,
“I’'m” etc., were converted to the long-form “they
are”, “itis”, and “I am”, respectively. The words
were lemmatized and stop words were removed
using NLTK'. Named entity recognition was per-

formed using the spaCy? library.

4.2 Experimental setup
4.2.1 Raw Tamil-English code-mixed text

The first set of techniques obtains embeddings from
the dataset in the Tamil-English code-mixed form
itself. The techniques under this category include
TF-IDF, sub-word LSTM and m-BERT (Devlin
et al. (2018)). TF-IDF was implemented using
an n-gram range of (1,5), which was proven to
perform better for the required use case (Bharathi
etal.,2021). The hyperparameters for the sub-word
LSTM model were tuned in accordance with the
suggestions proposed by Joshi et al. (2016).

4.2.2 Translated and transliterated text

The second set of embedding techniques acts on the
translated and transliterated version of the prepro-
cessed dataset. The English words in the dataset
were translated to Tamil using the deep transla-
tor API®, and the Tamil words written in Roman
script were transliterated to Tamil script using Indic
transliteration API*. Embeddings for the resulting
dataset were obtained using TF-IDF, IndicFT (Kak-
wani et al. (2020)), MuRIL (Khanuja et al. (2021)),
and m-BERT.

"https://www.nltk.org/

“https://spacy.io/
3https://pypi.org/project/deep-translator/
*https://pypi.org/project/indic-transliteration/
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imagename
2072 troll_238.jpg
1271 troll_1225.png
1430 troll_137.png
1567 troll_1539.jpg

733 Not troll_742.jpg

captions

Thangachi pasathula bamalaya minchiruva polaya...
BUS'IL SINGLE'AAGA PAYANAM SAIBAVARGALUKKU MAT...
WHATSAPP GROUP CONVERSATIONS AFTER CREATING TH...
*Beardless boys : Aiyoo perumale enna PET sir ...

idhe velaiya dhaan alaierangala kaalailairundhu..

Figure 1: Troll meme data

4.3 Classifier models

Eleven different classification algorithms, Logistic
Regression (LR), MultinomialNaive Bayes (NB),
Support Vector Machine - Linear kernel (L-SVM),
Support Vector Machine - RBF kernel (R-SVM),
Support Vector Machine - Polynomial kernel (P-
SVM), Random Forest (RF), k-Nearnest Neigh-
bours classifier (k-NN), Extra-tree classifier (ExT),
AdaBoost classifier (AdB), XGBoost classifier
(XgB), Multilayer Perceptron (MLP) and a voting
ensemble of all the eleven classifiers were applied
on the embeddings obtained from each of the above
techniques.

Method A Fl1-m Fl-w
LR 0.62 0.53 0.57
NB 0.62 0.53 0.57
L-SVM 0.61 0.55 0.58
R-SVM 0.60 0.52 0.56
P-SVM 0.61 0.55 0.58
RF 0.61 057 0.60
k-NN 045 041 0.38
ExT 0.60 0.55 0.57
AdB 0.60 047 0.52
XgB 0.62 052 0.6
MLP 0.60 0.53 0.57
Voting 0.61 0.54 0.58

Table 2: TF-IDF - raw text

5 Results and Discussions

Tables 2, 3 and 4 depict the results obtained by
performing experiments on raw code-mixed text.
Tables 5, 6, 7 and 8 depict the results obtained by
performing experiments on translated and translit-
erated text.

A weighted F1 score of 0.74 was achieved with
MuRIL, beating our own previously published com-
petition result of 0.60 obtained by random forest

Method A F1-m Fl-w
LR 0.57 047 051
NB 0.57 049 0.53
L-SVM 057 047 051
R-SVM 056 046  0.50
P-SVM 056 046 051
RF 0.57 049 053
k-NN 0.57 049 0.52
ExT 0.58 049 0.53
AdB 0.56 047 0.51
XgB 0.57 047 052
MLP 0.56 048 0.52
Voting  0.57 048  0.52

Table 3: Sub-word LSTM - raw text

Method A F1-m Fl-w
m-BERT 0.60 049 0.53

Table 4: m-BERT - raw text

Method A F1-m Fl-w
LR 0.59 0.51 0.55
NB 0.61 052 0.56
L-SVM 0.57 0.51 0.54
R-SVM 0.58 0.51 0.55
P-SVM 0.57 0.51 0.54
RF 0.56 0.51 0.54
k-NN 043 038 0.35
ExT 0.56 0.51 0.54
AdB 0.54 053 054
XgB 0.55 050 0.53
MLP 0.57 052 0.55
Voting 058 052 0.55

Table 5: TF-IDF - Translated, transliterated text

classifier, which held the top position in the rank-
ings. This performs best due to the nature of input
text which is code mixed and predominantly in
Tamil and written either in Roman script or Tamil
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Figure 2: Experimental framework

Method A Fl1-m Fl-w
LR 059 037 0.74
NB 0.54 052 054
L-SVM 059 037 074
R-SVM 059 037 0.74
P-SVM 059 037 0.74
RF 0.53 048 0.55
k-NN 0.52 0.51 0.52
ExT 0.58 048 0.52
AdB 0.57 049 0.53
XgB 0.56 048 0.60
MLP 0.56 046 0.61
Voting 0.58 046 0.50

Table 6: MuRIL - Translated, transliterated text

Method A Fl1-m Fl-w
LR 0.60 049 0.66
NB 0.57 0.51 0.61
L-SVM 059 048 0.53
R-SVM 058 041 0.70
P-SVM 059 046 0.67
RF 0.55 0.50 0.56
k-NN 0.59 044 0.68
ExT 0.54 045 049
AdB 0.56 049 0.52
XgB 0.58 048 0.52
MLP 0.59 048 0.65
Voting  0.58 045  0.50

Table 7: IndicFT - Translated, transliterated text

Method A

F1-m Fl-w

m-BERT 0.58 0.50

Table 8: m-BERT - Translated, transliterated text

0.55

script. With a pre-trained model like MuRIL, which
is specifically trained on Tamil, we see a higher
accuracy. IndicFT, a fastText model that is also
trained on Indian languages, achieves a weighted
F1 of 0.70. Another word embedding technique,
m-BERT, performed slightly better with translated-
transliterated text with an F1 score of 0.55 com-
pared to 0.53 without. Translation and transliter-
ation on TF-IDF, contrary to our hypothesis, per-
formed poorly relative to direct usage of tokens
in their raw form on all three metrics; Accuracy,
macro F1 and weighted F1 scores. This could be
attributed to the lower level of confidence in the
translation and transliteration capabilities in code-
mixed text.

6 Conclusion and Future Work

We compared the weighted F1 score of the vari-
ous classifiers between the raw text and translated-
transliterated text in Tamil-English code mixed
troll memes. Language-specific word embedding
techniques significantly improve the classification
metrics like accuracy, macro F1 and weighted F1
scores. With a comparison between the various
pre-trained models, MuRIL performs best with an
F1 score of 0.74 relative to others. We have only
considered text captions and not the images. We
hypothesize that a unified framework to combine
image with text will yield even better results. In the
future, we would want to integrate a deep learning
model that could take both the caption text and the
images together.
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