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Abstract

The ACL shared task of DravidianLangTech-
2022 for Troll Meme classification is a bi-
nary classification task that involves identify-
ing Tamil memes as troll or not-troll. Classi-
fication of memes is a challenging task since
memes express humour and sarcasm in an im-
plicit way. Team SSN_MLRGI tested and com-
pared results obtained by using three models
namely BERT, ALBERT and XLNet. The XL-
Net model outperformed the other two models
in terms of various performance metrics. The
proposed XLNet model obtained the 3rd rank
in the shared task with a weighted F1-score of
0.558.

1 Introduction

Memes are interesting ideas that spread the emo-
tions of the people or culture across the internet.
Social media plays a pivotal role in facilitating the
spread of memes. Memes have become a powerful
tool of everyday communication that uses humour
to catch the attention of the people and also help
in sharing the views (Ghanghor et al., 2021a,b;
Yasaswini et al., 2021). And though a good num-
ber of them are harmless, there are many memes
that are not. Troll memes are such memes whose
main goal is to provoke the audience with intent to
offend or demean them (Priyadharshini et al., 2021;
Kumaresan et al., 2021). Since the internet aids
in the widespread propagation of memes it can be
utilised in trolling (Sampath et al., 2022; Raviki-
ran et al., 2022; Chakravarthi et al., 2022; Bharathi
et al., 2022; Priyadharshini et al., 2022). Consid-
ering the adverse mental effects of troll memes on
individuals, the task is to identify and label memes
as troll or not in an effort to monitor what is being
posted on the internet.

Tamil is one of the world’s longest-surviving
classical languages. According to A. K. Ramanu-
jan, it is "the only language of modern India that
is recognizably continuous with a classical his-
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tory." Because of the range and quality of ancient
Tamil literature, it has been referred to as "one
of the world’s major classical traditions and liter-
atures.” For almost 2000 years, there has been a
recorded Tamil literature. The earliest period of
Tamil literature, known as Sangam literature, is
said to have lasted from from 600 BC to AD 300
(Anita and Subalalitha, 2019b,a; Subalalitha and
Poovammal, 2018). Among Dravidian languages,
it possesses the oldest existing literature. The
earliest epigraphic documents discovered on rock
edicts and "hero stones’ date from the third century
BC (Subalalitha, 2019; Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). In Tamil Nadu,
the Archaeological Survey of India discovered over
60,000 of the 100,000 odd inscriptions discovered
in India. The majority of them are in Tamil, with
just around 5% in languages other than Tamil. In-
scriptions in Tamil inscribed in Brahmi script have
been unearthed in Sri Lanka, as well as on trade
products in Thailand and Egypt (Sakuntharaj and
Mahesan, 2021, 2017, 2016; Thavareesan and Ma-
hesan, 2019, 2020a,b, 2021).

The task of classifying troll memes is challeng-
ing as it needs to discover the intention of the meme.
Moreover, memes often use offensive words to ex-
press feelings. We used XLNet (Yang et al., 2019),
ALBERT (Lan et al., 2019) and BERT (Devlin
et al., 2018) models that classify memes as troll
and not a troll. The training data set provided con-
tains 2300 memes that have been annotated, out of
which 1610 memes were used for training and the
rest were used for development of the model. The
troll memes are very subjective and the usage of
colloquial language, emojis, references, symbols
and images without text add more challenges in
predicting the trolls.

2 Related Work

Many researchers in the field of Artificial Intel-
ligence and Natural Language Processing have
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been working to detect hateful memes (B and A,
2021b,a). In the past couple of years, social me-
dia usage has increased drastically and so the data
available has also increased (Chakravarthi, 2020;
Chakravarthi and Muralidaran, 2021; Chakravarthi
etal., 2021).

Shaheen et al. (2020) studied the performance
of NLP transformer models BERT, RoBERTa ,
DistilBERT, XLNet and M-BERT in Large Multi-
Label Text Classification (LMTC) and found that
RoBERTa and BERT yield best results.

Afridi et al. (2020) presented an inclusive study
on meme classification and proposed a gener-
alised framework for visual-linguistic problems.
Suryawanshi et al. (2020) created a dataset that has
been used for classifying the memes. They have
used image classification to address the difficulties
in the state-of-the-art methods and concluded that
such an image classifier is not feasible for classify-
ing memes.

The findings of previous shared tasks (Suryawan-
shi and Chakravarthi, 2021), (Suryawanshi et al.,
2022) have been shared where submissions show
multiple ways to approach the problem. Smitha
et al. (2018) stress the importance of visual memes
and recommend a framework that could be utilized
to categorize the internet memes by certain visual
and textual features.

Hegde et al. (2021b) illustrates different tex-
tual analysis methods and contrasting multi-modal
methods from simple merging to cross attention
to using both visual and textual features. Cross-
lingual language model XLM was found to perform
the best in textual analysis, and the multi-modal
transformer performed the best in multi-modal anal-
ysis. It was noted that the distribution of the test set
does matter and the type of images was different
in the test set which could mainly affect the perfor-
mance of the ImageNet models while fine-tuning.

Du et al. (2020) provided the first large-scale
analysis of who shares the image with text (IWT)
memes, relative to other forms of expression and
provided an analysis of the relationship between
the demographics of users and their meme sharing
patterns. They also developed an accurate, publicly
available classifier to identify IWT memes in other
data sets.

Hegde et al. (2021a) have put forth a model using
vision transformer for images and Bidirectional En-
coder Representations from Transformers (BERT)
for captions of memes to achieve an overall F1-

score of 0.59 on the test set. They believed that the
preprocessing of the images was a huge factor for
achieving a great F1-score on the validation set.

In (Sivanaiah et al., 2020), we worked to identify
the presence of offensive language in social me-
dia posts using BERT. Deep network model with
BERT embeddings was found to achieve better F1
score when compared to 1D-CNN model trained
with GloVe pretrained embeddings, 2D-CNN and
BiLSTM models with Word2Vec embeddings.

ColBERT (Contextualized Late Interaction over
BERT), a modification of BERT was used to detect
offense and humor in text in (Sivanaiah et al., 2021)
which outperformed the machine learning models
tested by a large margin.

3 Methodology

The architecture diagram for the offensive text clas-
sification is shown in Figure 1.
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Figure 1: Architecture of the Proposed System

3.1 Dataset

The dataset consists of troll and non-troll images
with their captions as text. The training data set
provided contained 1018 troll and 1282 not troll
memes. And for the test data, 395 of the total
memes were annotated with troll and the remaining
272 were not troll. The data distribution of the train
and test set is in Table 1.

The data set (Suryawanshi et al., 2020) provided
by the organisers was used for the task. It contains
image files of the memes as well as transcriptions
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Class Label | Train Set | Test Set
Troll 1018 395
Not Troll 1282 272

Table 1: Distribution of Data Set

of the text embedded in the images. Every single
one of these memes have been annotated as either
troll or not troll and this label is embedded in the
file name.

3.2 Data Preprocessing

Data preprocessing is an essential step where the
given data set has to be regulated as much as pos-
sible in order to have some consistency. The data
set was cleaned and processed using methods from
NLTK (Loper and Bird, 2002) and spacy (Honni-
bal and Johnson, 2015) toolkit. In pre-processing,
the following changes were made to the data: an-
notation of emojis and emoticons, conversion of
uppercase letters to lowercase, expanding contrac-
tions, removal of URLSs, reduction of lengthened
words, removal of accented characters, removal
of stopwords, removal of extra whitespaces, and
lemmatization of text.

3.3 Model Description

We classified memes using three models namely
BERT (Devlin et al., 2018), ALBERT (Lan et al.,
2019) and XLNet (Yang et al., 2019). The first
model we used is BERT - Bidirectional Encoder
Representations from Transformers. It is a deep
learning model based on transformers. The direc-
tional models usually read the text input sequen-
tially, but BERT reads the entire sequence of words
at once. This characteristic allows the model to
learn the context of a word based on all of its sur-
roundings. The BERT model was trained for 4
epochs. The second model that we used is AL-
BERT, a Lite BERT, shrinks BERT in size while
maintaining the performance. This model was
trained for 5 epochs.

The next model that we used is XLNet, which
is a BERT like pretrained model that has outper-
formed BERT in some NLP tasks including text
classification. It captures bi-directional context
using a mechanism called “permutation language
modeling”. XLNet does not suffer from pre-train
fine-tune discrepancy since it does not depend on
data corruption. We trained the XL.Net model for 4
epochs.

4 Results

The models were tested on the test data with labels
provided. The accuracy obtained by the proposed
XLNet model is 0.59. BERT and ALBERT showed
an accuracy of 0.58 and 0.57 respectively. XLNet
was found to have the best performance out of all
three models. Weighted F1-score, precision and
recall are other performance metrics that have been
used to measure the effectiveness of the model.
Table 2 shows the results obtained with all three
models.

Performance Metrics | BERT | ALBERT | XLNET
Accuracy 0.58 0.57 0.59
Weighted Avg. Fl-score | 0.54 0.54 0.558
Weighted Avg. Recall 0.58 0.57 0.565
Weighted Avg. Precision | 0.55 0.54 0.555

Table 2: Performance Metrics of Transformer models

We secured a rank of 3 with the XLNet model
in the shared task. The first rank had obtained a
weighted average F1 score 0.596 while we obtained
0.558.

4.1 Error Analysis

The confusion matrix for the results obtained with
the XL Net model is shown in figure 2. True posi-
tive was obtained for 311 memes and true negative
was obtained for 69 memes. False positive and
false negative was obtained for 203 memes and 84
memes respectively.

Actual not troll

Actual troll

Predicted not_troll Pradicted troll

Figure 2: Confusion matrix for results with XL.Net

5 Conclusion

We built an XLNet based model for the task Troll
Meme Classification in Tamil. The model uses
the preprocessed data done using NLTK, which
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we believe is a key factor for improved accuracy.
Classifying a meme based only on the text is a
reason for the reduced accuracy. How a meme is
perceived is based upon a multitude of factors and
cannot be judged using simple conventional models.
This is another reason for the reduced precision of
classification. The words present in a meme are too
intuitive for the models to detect accurately. We
intend to further proceed by adding multiple hidden
layers and building a complex network structure.
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