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Abstract

Weak Supervised Learning (WSL) is a popular
paradigm to develop machine learning mod-
els in absence of labeled training data. WSL
involves training over noisy labels which are
traditionally obtained from hand-engineered se-
mantic rules and task-specific pre-trained mod-
els. Such rules offer limited coverage and gen-
eralization over tasks. On the other hand, pre-
trained models are available only for limited
tasks. Thus, obtaining weak labels is a bottle-
neck in weak supervised learning. In this work,
we propose to utilize the prompting paradigm
to generate weak labels for the underlying tasks.
We show that task-agnostic prompts are gener-
alizable and can be used to obtain noisy labels
for different Spoken Language Understanding
(SLU) tasks such as sentiment classification,
disfluency detection and emotion classification.
These prompts can additionally be updated with
‘human-in-the-loop’ to add task-specific con-
texts. Our proposed WSL pipeline outperforms
other competitive low-resource benchmarks on
zero and few-shot learning by more than 4% on
Macro-F1 and a conventional rule-based WSL
baseline by more than 5% across all the bench-
mark datasets. We demonstrate that prompt-
based method helps to generate more reliable
labels for the above SLU tasks in less than 72%
of time compared to a traditional rule-based
method to obtain noisy labels and thus can be
used as a universal strategy to obtain weak la-
bels in a weak-supervised framework.
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Weak supervised learning (WSL) (Yu et al., 2021;
Ren et al., 2020) has gained interest in the research
community because of the success shown by lever-
aging the high availability of large volumes of unla-
beled data (Zhou, 2018). In these weak supervision
setups, the unlabeled samples are pseudo-annotated
by noisy labels and a noise correction strategy is
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applied to train the model over such labels. These
noisy labels are derived using source(s), commonly
known as weak source(s). Most common forms
of weak sources observed in the area of weak su-
pervision are: rule-based weak sources (Hutto and
Gilbert, 2014; Nielsen, 2011) and task-specific fine-
tuned models (Schweter and Akbik, 2020).

Rule-based weak sources require designing the
labeling functions using the heuristics, lexicons
and external knowledge bases (like SentiWordNet
(Esuli and Sebastiani, 2006)) to map an input to the
class labels expected in the task. It is a challenge
to extend such rules to dataset from different do-
mains or to perform a different task. Additionally,
designing rules for an individual dataset is a man-
ually time intensive task. While, there are a few
rule-based sources available for common tasks like
sentiment, it is hard to find such readily available
weak sources for tasks like disfluency detection
(Godfrey et al., 1992).

The other type of weak-sources utilize a task
specific fine-tuned language model. For example,
BERT-NER, which is BERT (Devlin et al., 2019)
fine-tuned for NER task, can be utilized as a weak
source to identify named entities from the data.
Such task-specific models cannot be used to predict
class labels for a task different than what the model
is trained on.

The common challenge imposed by both of these
weak sources is the lack of generalizability across
a wide variety of tasks. In this paper, we propose a
universal weak source which not only generates bet-
ter quality noisy class labels for wide range of tasks,
but can also be tweaked to write ‘human-in-the-
loop’ task-specific details with minimal efforts. We
present prompt-based weak source, a hybrid source
which utilizes a pre-trained language model (PLM)
as a knowledge base and limited human interven-
tion as a prompter to address the labeling problems
observed in traditionally used weak sources. A
prompt-based weak source requires prompting a
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PLM (Gao et al., 2021; Schick and Schiitze, 2021;
Logan IV et al., 2021) to derive weak class labels.
A prompt refers to a pattern string that is designed
to coax the model into producing an output corre-
sponding to a given class (Scao and Rush, 2021).
We study different ways to prompt PLMs in 3.1.1
and 3.1.2. We study 3 key features of prompt-based
sources as: Generalizability (utilize task-agnostic
prompts to cater to various tasks and effectively cre-
ate prompts for multiple tasks within same generic
framework.), Flexibility (to modify the prompts to
add task and class-label specific contexts in an easy
manner to improve over task-agnostic prompts),
Potency (to derive weak labels with reliable source
performance).
Our major contributions in this work are:

* Instead of the classical application of prompt-
ing in a few-shot and zero-shot settings, we
propose utilization of prompting paradigm to
generate noisy labels needed in WSL.

* We demonstrate a generalizable, flexible
and time-efficient low-resource ‘human-in-
the-loop’ setup to train a weak supervised
model using task-agnostic and task-specific
prompt-based weak sources.

We perform extensive experiments on three
benchmark SLU datasets and demonstrate the
effectiveness of the proposed ‘human-in-the-
loop’ in reducing manual overhead along with
improving the performance over the tradi-
tional rule-intensive weak sources and other
competitive low resource setups.

2 Related Work

Existing works (Wang et al., 2019; Hedderich and
Klakow, 2018) in WSL learns on a few gold data,
while another group of work (Yu et al., 2021; Ren
et al., 2020; Ratner et al., 2020) assumes that no
labeled data is available. In the scope of our work,
we explore approaches that do not rely on labeled
data to train a weak supervised model (WSM). Ren
et al. (2020) utilized BERT to learn conditional reli-
ability scores between multiple weak sources using
an attention mechanism, while Ratner et al. (2020)
proposed a generative model to combine outputs
from various weak sources. Yu et al. (2021) pro-
posed a contrastive self-training strategy to learn
over weak labels and outperformed prior works
(Ren et al., 2020; Ratner et al., 2020). Hence, our
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work borrows ideas from Yu et al. (2021) to train
a weak supervised model (WSM) considering its
robustness towards high intensities of label noise.
Prompt-based methods utilize templates struc-
tured as natural language inference (NLI)-style
prompts (section 3.1.1) or cloze-style prompts (sec-
tion 3.1.2) in a zero-shot and/or few-shot setup to
predict the labels for the downstream task. Works
such as Logan IV et al. (2021) demonstrated few-
shot training using cloze-style task-agnostic null-
prompt, while FLAN (Wei et al., 2021) utilized
NLI-style instruction templates and performed in-
struction tuning to improve the zeroshot perfor-
mance. However, due to the large size of the model
(137B parameters), we find the work unsuitable to
be used in creating a low resource pipeline. On the
other hand, LMBFF (Gao et al., 2021) and Pattern
Exploiting Training (PET) (Schick and Schiitze,
2021) utilized a relatively smaller PLM (340M pa-
rameters) on cloze-style prompts. LMBFF showed
that a few demonstrative examples during task fine-
tuning provide additional context to better learn
the prompts and report improvements over PET
(Schick and Schiitze, 2021). Considering the bene-
fits of LMBFF (Gao et al., 2021) over other meth-
ods in creating a low resource pipeline, we utilize
this approach to perform prompt-based fine-tuning.

3 Methodology

The proposed methodology is a two-step process
(Figure 1). First, we prompt the PLMs with ‘human-
in-the-loop’ as a strategy to produce weak labels for
the unlabeled training data. Next, we train a WSM
on these weak labels. In the subsequent sections,
we describe the two steps in detail.

3.1 Prompting PLMs to obtain weak labels
3.1.1 Prompting: NLI-style

In NLI-style prompts, the input utterance is trans-
formed to a premise-hypothesis pair of an utter-
ance and a prompt respectively. This transformed
input is fed to an entailment model. For exam-
ple, for input utterance ‘I am happy.” and prompt
‘The sentiment of the speaker is positive’, an entail-
ment in this case denotes that class-label is positive.
Prompt is designed to reflect the class label of ut-
terance if prompt (hypothesis) entails the utterance
(premise). For each premise, the class label asso-
ciated with the prompt having highest entailment
score is treated as the weak label. For prompt-
ing, we compare a couple of pre-trained models
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Figure 1: Proposed weak supervised framework.

namely bart-large-mnli-yahoo-answers and
roberta-large-mnli available at Hugging Face
library! (Wolf et al., 2019). Based on the results
over the same set of prompts, we find that bart-
based model predicts more accurate class labels,
which we select for conducting all the NLI experi-
ments.

3.1.2 Prompting: Cloze-style

In cloze prompts, a piece of text is inserted in the
input examples, so that the original task can be for-
mulated as a masked language modeling (MLM)
problem. For example, considering input utterance
‘I am happy.’, the prompt based system is fed a
transformed utterance containing a [mask] token
to form utterance-instruction pair, where instruc-
tion is ‘The sentiment of the speaker is [mask]’.
For the masked token, PLM generates a proba-
bility distribution over a set of verbalizers repre-
senting individual classes (Table 5 in A.1). The
class corresponding to the verbalizer with highest
probability is taken as the weak label. Inspired
by LMBFF (Gao et al., 2021), we leverage pre-
trained roberta-large (Liu et al., 2019) with an
objective to fill the [mask] token in the prompt.
The resulting sentence is concatenated with one
demonstration per class, in the similar fashion as
Gao et al. (2021). This scheme leverages addi-
tional context around the input sentence to predict
appropriate class labels. However, we note cloze
prompts to be more sensitive than NLI prompts to

"https://huggingface.co/models

66

the changes in the demonstrations chosen. Hence,
we take into account an extended version of cloze
prompts which also requires demonstrations and
performs a task fine-tuning using a few-shot setup
to solve a specific task. The need of task fine-tuning
with cloze-style prompts is studied in detail in A.3.

3.2 Weak Supervised Learning

The noisy labels obtained in the previous step are
utilized to train a WSM following a certain noise-
correction mechanism (Ren et al., 2020; Yu et al.,
2021). We observe that Yu et al. (2021) with its
contrastive self-training label correction strategy
outperforms various recent WSL baselines (Ren
et al., 2020; Wang et al., 2019). Directly inspired by
the technique utilized in Yu et al. (2021), we adopt a
noise-handling strategy which uses contrastive loss
for self-training to improve over the performance
of weak source(s) iteratively. This strategy is robust
to the label noise. Further, we assume that there
is no gold annotations available for training. The
model undergoes two steps:

Initial fine-tuning: Firstly, it trains a
roberta-base (Liu et al., 2019) encoder over
noisy labels with cross-entropy objective only for
fewer steps (early epochs). This prevents the model
from over-fitting the label noise and simultaneously
helps to generalize the learning. During training,
the model encourages to utilize soft labels to reduce
the aggressive gradient updates. This prevents over-
fitting the label noise.

Self-training: Further, the fine-tuned encoder



continues to learn over its own highly confident
predictions (identified by keeping a threshold on
confidence scores of model predictions obtained
from the first step) via optimising a contrastive loss
(Huang et al., 2022; Yu et al., 2021). In partic-
ular, contrastive loss is applied to regularize the
feature space by bringing samples with the same
weak labels closer together while separating apart
the samples with different weak labels. This makes
it easier to discern between the representations for
data belonging to various classes and aids the clas-
sifier in producing more accurate predictions. As
noise can aggressively back-propagate through the
model during training on noisy labels, we prevent
such events by employing confidence-based sam-
ple re-weighting and regularisation schemes. In
order to lessen the impact of incorrect predictions,
the re-weighting technique promotes the inclusion
of samples with high prediction confidence scores
solely, anticipating that these samples are likely to
be correctly classified. Additionally, we explore a
couple of prior works (Yu et al., 2021; Pereyra et al.,
2017) on entropy-based confidence penalty (us-
ing KL-divergence) for label smoothing and model
regularization. As a result, the model smoothens
the confident predictions to avoid sampling over-
confident samples, hence reducing the impact of
inaccurate noisy class labels. This process is con-
tinued for several iterations to help the model pro-
gressively learn over its own confident predictions
and is called self-training (Yu et al., 2021; Wang
et al., 2019; Ren et al., 2020). The one which we
utilize in our work is a result of the combination
of ideas strategized from a few strong prior works
(Yu et al., 2021; Pereyra et al., 2017; Huang et al.,
2022). The model utilized in our work is applica-
ble to learn effectively and efficiently over weak
annotations derived from various noisier sources
and is robust to high intensity of label noise.

4 [Experiments

4.1 Dataset

We consider three SLU datasets from various do-
mains for conducting our experiments. CMU-
MOSI is a sentiment dataset consisting of multiple
modalities (Zadeh et al., 2016). In this work, we
only consider text modality to perform sentiment
classification. Similar to previous works (Kumar
and Vepa, 2020; Tsai et al., 2019), we use train-
test-valid split of 1284, 654 and 229 samples re-
spectively. We use the Switchboard Disfluency
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(Godfrey et al., 1992) (SWBD-D) to classify the ut-
terances into fluent and disfluent categories. We use
the provided splits of train, test and validation set.
For emotion task, we utilize IEMOCAP (Busso
et al., 2008). Since distinguishing between happy
and excited or angry and sad is a challenging task
without audio modality, in the scope of this work,
we binarize the emotion in IEMOCAP dataset to
positive and negative emotion. Positive emotions
comprise of happy and excited while negative emo-
tions comprise of sad, angry and frustrated. We use
the provided split of train, test and validation hav-
ing 3270, 1207, 867 samples respectively. It is to
be noted that we use training set as unlabeled data
and hence do not use ground-truth of the training
splits to train the WSM.

4.2 Weak Sources

Rule-based weak source: For sentiment and emo-
tion classification, we use SentiWordNet (Esuli and
Sebastiani, 2006) and AFINN (Nielsen, 2011) lexi-
cons along with a rule based system called VADER
(Hutto and Gilbert, 2014). We map the positive
scores to positive sentiment/emotion and similarly,
for negative sentiment/emotion. Empirically, we
find VADER and AFINN to perform better for
sentiment, while SentiWordNet and VADER per-
form best for emotion. For disfluency classification
on SWBD-D, the labeling functions are created
based on the occurrence of filler words, repetitions
and soundex (Odell and Russell, 1918) codes. We
create an additional rule by aggregating the weak
sources via majority voting. We report the mean
performance of rule-based weak sources on Macro-
F1 and Coverage metrics in Table 1.

Dataset Coverage | Macro-F1
MOSI 743442 | 71.0+£3.7
SWBD-D 84.4+10.5 | 73.6+7.4
IEMOCAP | 63.9+17.2 | 46.6£0.3

Table 1: Rule-based weak source performance; Cover-
age represents %samples labeled by the rules; Macro-F1
is reported only over the samples covered by the rules

Prompt-based weak source: Since rule-based
weak sources have varying coverage and require
significant manual efforts and time, there is a need
of a low-effort method that can generate weak la-
bels over a given dataset with reliable performance.
We propose prompting PLMs to obtain the weak
labels. Specifically, we compare task-agnostic and
task-specific prompts. Task-agnostic prompt rep-



resents a general instruction that can be shared
across tasks while a task-specific prompt incorpo-
rates the task information in its verbiage which
helps model with an additional context. To bet-
ter understand what generalizability in prompts
means and how are the generalized (task-agnostic)
prompts different from the task-specific ones, we
provide representative examples of task-specific
and task-agnostic prompts in A.1 in a cloze-style
template. Such prompts contain a [mask] which
is expected to be replaced by an appropriate token
called verbalizer. The verbalizer determines the
task under the consideration. By choosing different
verbalizers, we can utilize same prompt for mul-
tiple tasks in a task-agnostic setting. While, in a
task-specific setting, contextual prompts (Table 5)
are utilized to help predict the verbalizers more
accurately. We can translate cloze-style prompts
used in our experiments to NLI-style (i.e. hypothe-
ses) by replacing the [mask] tokens with appropri-
ate verbalizers. The hypotheses are entailed with
the premises and yields entailment scores for each
premise-hypothesis pair. The class which is a map-
ping to the verbalizer with highest entailment score
is selected as the weak label for the premise.

Dataset TSP TAP

MOSI 83.5+3.3 | 82.8+1.3
SWBD-D 74.6+5.1 | 68.9+6.5
IEMOCAP | 68.7+3.3 | 68.0£1.8

Table 2: Mean performance (Macro-F1) of task-specific
(TSP) and task-agnostic (TAP) prompts on test set.
Mean is computed across both NLI and cloze prompts.

Dataset NLI Cloze

MOSI 83.2+1.6 | 82.7+1.0
SWBD-D 42.0+15.6 | 75.2+3.9
IEMOCAP 70.3+0.4 71.440.6

Table 3: Mean performance (Macro-F1) of NLI and
Cloze prompts on test set. We utilize both TAP and TSP
for the average calculation.

With differences in prompts and verbalizers, the
performance of the weak source may vary. Thus,
experiments are performed on multiple prompts
and/or verbalizers involving ‘human-in-the-loop’.
We ask the annotators to sample 16 data points per
class and annotate them with ground truth labels
which we use as a validation set to evaluate the
performance and fairly compare the varieties of
prompts. The performance of each prompt acts as
a feedback to direct the prompt curators whether
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or not to continue designing more variations of
prompts. The process of designing more prompts
terminates when no improvement in performance
of prompts is observed for 5 consecutive attempts.
Among the wide range of prompts designed as a
consequence of the to-and-fro process between
PLM and humans, we choose to report average
across the top-3 performing prompts in Table 2. In
the process, by leveraging flexibility as a feature
of prompt-based source, we modify the prompt
structure to create various task-specific prompts.
On the other hand, the task-agnostic prompts can
be utilized across various tasks performed in our
experiments demonstrating generalizability of the
proposed approach. Additionally, the performance
scores of prompt-based weak source reported in Ta-
ble 2 shows that PLMs when prompted, have poten-
tial to generate accurate weak labels (potency). We
note that for every dataset, task-specific prompts
work better than the task-agnostic prompts. This
gain is significant for SWBD-D dataset denoting
the need for language models to rely on task spe-
cific context unlike other tasks. Additionally, we
note that NLI-style prompt produces better results
for MOSI, while cloze-style prompt produces more
reliable labels for SWBD-D and IEMOCAP dataset
(Table 3). This could mean that complex tasks like
disfluency and emotion classification require the
model to learn on task-specific contexts which we
perform with cloze-style prompts.

4.3 Baseline

We compare the performance of the proposed se-
tups with a fully-supervised and other low-resource
setups like few-shot learning (FSL) and zero-shot
learning (ZSL): Oracle represents the performance
score on test set obtained when a pre-trained
RoBERTa (Liu et al., 2019) is trained on gold la-
bels in a fully-supervised fashion. Meta-tuning is
a state-of-the-art work (Zhong et al., 2021) in ZSL
where authors propose utilizing question prompts
for classification tasks, where zero-shot objective is
directly optimized by fine-tuning on a meta-dataset.
k-Classifier is a few-shot setup, a RoOBERTa learns
on a train-set consisting of only 16 examples per
class. DNNC (Zhang et al., 2020) utilizes discrimi-
native nearest neighbor classifier, is a state-of-the-
art model for few-shot and out-of-scope intent pre-
diction task. We use a 16-shot setup.

Further, we compare the performance of various
weak sources on the test set: Rule represents the



MOSI SWBD-D | IEMOCAP

Oracle 86.1£0.4 | 94.5+2.0 80.5+£0.4
Meta-tuning | 80.3+2.0 | 49.1+£2.7 61.6+£1.8
k-Classifier | 73.1+£7.0 | 74.3£7.3 61.4+5.9
DNNC 79.9+0.8 | 63.9£1.7 62.3+£7.4
Rule 63.0+£3.2 | 70.9+£7.1 33.8+3.1
TAP 81.5+1.6 | 71.1£7.5 69.0+2.8
TSP 83.5+1.2 | 73.2+5.2 69.8+1.7
WSL-Rule 74.6£5.4 | 76.4%£1.5 41.0£1.8
WSL-TAP 82.8+t1.8 | 77.5£3.9 71.5+0.3
WSL-TSP 84.5+0.9 | 81.9+3.7 71.9+0.9
Best WSL 85.26 83.86 72.47

Table 4: Comparative results of the baselines and pro-
posed weak supervised pipeline on Macro-F1 scores.

performance of rule-based weak sources. For the
calculation of recall, the samples not covered by
the rules are considered to represent false negatives.
This represents a heuristic-based classifier. Task-
Agnostic-Prompt (TAP) and Task-Specific-Prompt
(TSP) represent the performance scores obtained
by prompting the PLM with a task-agnostic and
task-specific prompt directly over the samples in
test set, without training a WSM.

Once the weak labels are obtained on the unla-
beled training data, a WSM is trained to design:
WSL-rule where a WSM is trained over the weak
labels derived from rule-based weak source dis-
cussed in Section 4.2. WSL-TAP and WSL-TSP
are the proposed low-resource pipelines which train
a WSM on weak labels obtained from task-agnostic
and task-specific prompts respectively.

5 Results and Analysis

We compare our proposed framework (WSL-TAP,
WSL-TSP) with other baselines in Table 4. We re-
port the experimental results as mean performance
scores with standard deviations. Rule, TSP and
TAP represent the mean performance score across
various rule-based weak sources (refer section 4.2),
task-specific and task-agnostic prompts (consider-
ing various styles - NLI and cloze both) respec-
tively. WSL-Rule, WSL-TSP, WSL-TAP represent
the average scores obtained on training the WSM
over various rule-based heuristics, task-specific
prompts and task-agnostic prompts.

Proposed WSL vs Low-Resource Baselines:
The results show that a WSM trained on prompt
based weak labels (WSL-TAP, WSL-TSP) outper-
forms other baselines including state-of-the-art
zero-shot (meta-tuning) and few-shot (DNNC) ap-
proaches. WSL-TSP outperforms the few-shot
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method by more than 4% on MOSI, 7% on SWBD-
D and 9% on IEMOCAP dataset. Further results
show that training a weak supervision model (WSL-
TAP, WSL-TSP) over prompt-based weak labels
bridges the gap with the Oracle model. Specifi-
cally, training a WSM improves the F1 scores by
1% for MOSI, 8.2% for SWBD-D and 2.1% for
IEMOCAP. This shows the effectiveness of pro-
posed pipelines for training a low-resource model
against few-shot and zero-shot methods.

Proposed WSL vs Rule-based WSL: The pro-
posed weak supervision pipeline on prompt-based
weak source also outperforms a traditional rule
based weak supervision pipeline (WSL-Rule). The
distinction between the performance of rule and
prompt-based WSL pipeline is more evident for
MOSI and IEMOCAP datasets. The proposed
method outperforms rule based pipeline by 10%
in MOSI, 5% in SWBD-D and 31% in IEMOCAP
dataset (WSL-TSP vs WSL-Rule in Table 4). The
higher gap in performances on MOSI and IEMO-
CAP could be related to the worse performance of
rules, where weak labels generated from semantic
rules are less accurate and have lower coverage
than SWBD-D dataset (Table 1). We see that Rule
has particularly lower performance on IEMOCAP
owing to limited coverage of such rules, while both
TAP and TSP consistently outperform the weak
labels obtained from rules. Thus, in addition to
reducing the manual effort in writing rules for la-
beling the data, the prompt-based method generates
more accurate labels to annotate the unlabeled data.

Task-agnostic vs Task-specific Prompts: We
observe that weak labels obtained from task-
specific prompts (7SP) are consistently better than
task-agnostic prompts (TAP). Likewise, WSL-TSP
outperforms WSL-TAP on all tasks. While the best
results are obtained from task-specific prompts,
even task-agnostic prompts outperform a rule-
based pipeline. Hence, the proposed pipeline
(WSL-TAP, WSL-TSP) could solve the bottleneck
of labeling the data while training a WSM.

Best WSL Scores: Finally, we report the best
scores obtained with proposed pipeline: MOSI =
85.26%; SWBD = 83.86%; IEMOCAP = 72.47%.
We note that the best score obtained on MOSI
dataset is competitive with the Oracle results,
which could be explained by a highly reliable
weak labels obtained from prompt-based method
on MOSI. However, the performance on SWBD-
D and IEMOCAP are lower than Oracle (refer to



section A.4 for explanation) but are strongly bet-
ter than state-of-the-art low resource methods on
zero-shot and few-shot methods. Thus, we show
that low resource pipeline for SLU tasks could be
effectively trained via proposed pipeline.
Quantifying the importance of human efforts:
We outsource the task of curating prompts to 5 pro-
ficient English speakers. We observe that it takes
around 17.0£6.0 minutes on an average across the
speakers to come-up with the first good prompt for
the benchmark SLU tasks. While creating rules for
the same under the restriction of given guidelines
(section A.5), it takes roughly around an hour to
come up with pattern-based heuristics for a certain
dataset. This observation shows that we can save
around 72% of annotation time by avoiding rule-
based heuristics and relying only on prompt-based
weak source. The reason why designing prompts
takes relatively lesser time compared to designing
rules is due to the fact that rule-based baselines
have to be balanced between coverage and preci-
sion, along with the higher complexity of coding
the rules against the designing the prompts. We
consider rules (or a set of rules unioned together)
to be good if it performs better than a baseline of
majority class in terms of precision and cover at
least 25% of the unlabeled samples. Additionally,
these rules have to written in a framework which
is a time-consuming step as well against simply
writing a prompt which is nothing but a textual
sentence. So, iterating with prompts is much faster
as compared to iterating on rules. Furthermore, in
many cases, a bunch of rules have to be unioned to
achieve this criteria on coverage and precision and
hence, it takes a longer cycle to identify the set of
rules required to generate weakly labeled training
data. As it is evident in Table 4 that prompt-based
baselines (TAP, TSP) outperform heuristics (Rule),
thus, instead of creating rules, we rather encour-
age human effort in curating more variations of
prompts by utilizing a fraction of the expensive
time we saved using the proposed weak sources.

6 Conclusion

In this work, we show effectiveness of utilizing
prompt-based methods as universal weak sources
to develop low-resource models for wide range of
benchmark SLU tasks. We show that the proposed
method outperforms traditional methods of rule
based WSL as well as state-of-the-art methods on
other low resource settings like ZSL and FSL. In
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future, we would like to study the application of
automatic and soft prompts to generate the weak
labels and the extension of work to multilingual
tasks where limited training data is available. We
would also like to explore areas around incorpo-
rating the human-in-the-loop feedback during the
training process instead of only restricting it to im-
prove on the quality of weak labels.

Limitations

The proposed work has dependency on manual
prompts. Curating prompts can be subjective
across different individual. This can cause vari-
ations in the results. Moreover, we also notice that
the score on test set for the predictions generated by
PLMs is sensitive to the change in prompt tokens.
However, our work offers a future opportunity for
researchers to use the proposed setup with continu-
ous prompts to address the problem of sensitivity
caused by such manually curated prompts. More-
over, the technique of prompt-based fine-tuning
(Gao et al., 2021) of PLM which we utilize to infer
weak label for a cloze-style prompt is constrained
to predict class label consisting of a single token
only.
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A Appendix
A.1 Representatives: TAP and TSP prompts

We present some of the representative examples
of task-agnostic (TAP) and task-specific (TSP)
prompts we used in our work. Table 5 demon-
strates examples of TSP. Here, we observe that the
prompts design vary according to the task and as-
sociated class labels. However, design for TAP is
independent of any task and its underlying class
labels. Here, we demonstrate some examples of
TAP:

* The class best describing the text is [mask].

e The text can be classified as [mask].

A.2 Hyper-parameters

We discuss the hyper-parameters used to run our
experiments. We perform a grid search to optimize
the performance of the proposed weak source with
cloze-style prompts (as they require fine-tuning)
on development set. Batch size is searched over
{2, 4, 8} set. The best learning rate is searched
in {le-5, 2e-5, 3e-5}. We fix the number of
demonstrations to 1 for faster training. As we use
NLI-style prompts to directly infer the weak la-
bels without performing any task fine-tuning, we
do not need any hyper-parameter specifications
for prompt-based weak source with this style of
prompts. For training the weak supervised model
on noisy labels obtained via prompt-based weak
source, our experimental setup utilizes the AdamW
optimizer (Loshchilov and Hutter, 2019) and the
optimal learning rate is searched over {1e-5, 2e-5,
3e-5}. The weak-supervised learning is carried out
for a maximum of 5 epochs. A scheduler (with lin-
ear learning rate decay strategy) is utilized with
0.1 warm-up. However, there are some hyper-
parameters which are specific to the model and
the involved training strategy. Hence, we recom-
mend to look into the works of Yu et al. (2021)
and Gao et al. (2021) as our work is inspired by
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them. Their research work demonstrates the behav-
ioral change in model performance due to change
in such hyper-parameters, which we directly use in
our work.

A.3 Cloze-style prompts with demonstrations

In the scope of our work, we utilize only the ex-
tended version of cloze-style prompt which require
task fine-tuning as discussed in section 3.1.2 but
we do not change the nomenclature and refer to
it as cloze-style prompts everywhere. However,
we would now like to differentiate the cloze-style
prompt-based weak source WITH (w/) task fine-
tuning and cloze-style prompt-based weak source
WITHOUT (w/o) task fine-tuning. We conduct an
experiment on the benchmark SLU datasets to in-
vestigate if cloze-style prompts w/o task fine-tuning
can be used to infer class labels and we observe that
there is a mandatory need for fine-tuning the PLM
with this category of prompts on downstream tasks.
We compare the columns in Table 6 to demonstrate
the incapability of cloze-style prompt-based weak
source w/o task fine-tuning in deriving good qual-
ity weak labels for training a WSM. We also ob-
serve the higher gains in performance post task
fine-tuning. These observations encourage us to
rely only on the extended version of cloze-style
prompts to derive weak labels for training a WSM.

A.4 Does a PLM naturally understand some
tasks better than the others?

From Table 4, we surprisingly observe that the per-
formance gap between Oracle result and the pro-
posed frameworks (WSL-TSP and WSL-TAP) is
low for MOSI but significantly higher for IEMO-
CAP and SWBD-D. This could be related to the
nature and complexity of the tasks performed with
each of these datasets. We define the complexity of
a task by a measure of how well a PLM performs on
that task without any downstream task fine-tuning.
As we use NLI-style prompts to directly infer the
class labels for unlabeled samples, these prompts
can be useful in quantifying the difficulty faced by
PLM in solving a certain task. Hence, we compare
our results on NLI prompts across the tasks from
Table 3.

Apparently, the order of complexity is MOSI
(sentiment) < IEMOCAP (emotion) < SWBD-D
(disfluency). This shows that a PLM already com-
prehends the sentiment task to some degree. Hence,
without requiring any task fine-tuning, PLM pre-
dicts class labels quite accurately. However, dis-
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Dataset Task-specific prompt verbalizer : class label
MOSI The sentiment of the speaker is [mask]. positive : positive, negative : negative
SWBD-D The speaker [mask] takes a pause while speaking! | never : fluent, often : disfluent
IEMOCAP | Ihave [mask] emotions. happy : positive, sad : negative
Table 5: Representative examples of TAP
Dataset w/o fine-tuning | w/ fine-tuning them to consider only 16 annotated samples per
MOSI 67.5£2.7 83.3+12 class to observe the patterns and use them to evalu-
SWBD-D 493456 732416 P , oV
IEMOCAP 51.648.4 69.142.7 ate the accuracy of the rules. To design heuristics,
we ask annotators to observe the common patterns
Table 6: Performance (Macro-F1) of cloze-style  (lexicons, phrases) to design a strategy that can be

prompts on the train-set of WSM w/ and w/o task fine-
tuning

fluency classification appears to be a task that a
PLM is not particularly adept at. The fact that
we do not deduce the class labels for the disflu-
ency classification using NLI-style prompts is an
evidence for this. We come to a conclusion that
PLMs straightaway do not comprehend the pauses
in conversation. Hence, we fine-tune the PLM with
few-shots to help it understand the conversational
pauses (refer to Cloze column in Table 3). How-
ever, the performance gap between the Oracle and
proposed approaches still remains high which ex-
plains that disfluency classification is not a natural
property of PLM. For emotion classification, the
training is challenging as it is performed at utter-
ance level excluding the surrounding informative
context in the dialogue. The struggle in learning
intensifies when the PLM is trained on few shots
only. This could be a logical justification for the
large disparity between Oracle and the suggested
technique on IEMOCAP.

However, we encourage further investigations
on ways to figure out the reasons for the uneven
variations in gaps between Oracle and proposed
pipelines.

A.5 Guidelines for Designing Rules

While creating rules for a dataset, it requires ef-
forts to keenly observe the data to identify patterns
and map them to the class labels. We ask the ex-
perts to manually create the rules for the benchmark
datasets, under the assumption that rule-based tools
pre-exist only for limited tasks. A rule is consid-
ered acceptable if it performs better than a majority
baseline in accuracy and can cover at least 25%
of the unlabeled samples. As observing the pat-
terns across the complete dataset is tedious, we ask
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utilized to annotate the unseen samples. We also
provide liberty to annotators to combine a bunch
of rules for a certain dataset or task as necessary.



