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Abstract

The careful design of a crowdsourcing proto-
col is critical to eliciting highly accurate anno-
tations from untrained workers. In this work,
we explore the development of crowdsourcing
protocols for a challenging word sense disam-
biguation task. We find that (a) selecting a
similar example usage can serve as a proxy
for selecting an explicit definition of the sense,
and (b) priming workers with an additional,
related task within the HIT improves perfor-
mance on the main proxy task. Ultimately,
we demonstrate the usefulness of our crowd-
sourcing elicitation technique as an effective
alternative to previously investigated training
strategies, which can be used if agreement on
a challenging task is low.

1 Introduction

Crowdsourcing work relies on effective protocol
design in order to elicit meaningful and accu-
rate annotations from lay workers. Traditional
crowdsourcing protocols for challenging tasks train
crowd workers, incentivize high quality work with
bonuses, and filter out workers with pre-determined
gold annotations.

In this work, we demonstrate a novel crowd-
sourcing technique which frames the task such that
the worker is able to provide a high quality an-
notation for challenging tasks without extensive
prior training. We consider the challenging task of
English preposition supersense disambiguation.

Prepositions are difficult to disambiguate due to
their extreme polysemy and frequency (Litkowski
and Hargraves, 2007; Hovy et al., 2010; Gong et al.,
2018). While some distinctions—such as the loca-
tive vs. temporal ambiguity of in Seattle vs. in Oc-
tober—are quite intuitive, the semantic range of
English prepositions makes fully disambiguating
them a daunting task. Consider the sentence "Nice
and quiet place withPartPortion cosy living room just
outside the city." Though with here denotes a part of

a whole (a room in an abode), it is also describing a
characteristic of the place/living room, suggesting
that withCharacteristic would also be a reasonable an-
notation. With this being a difficult task because of
the inherently categorical nature of word sense dis-
ambiguation, we aim to develop simple linguistic
tasks which elicit annotations by proxy.

Prepositions are critical to language understand-
ing (Kim et al., 2019), which makes preposition
sense disambiguation an important task, impact-
ing a range of downstream applications, including:
relation extraction (Elazar et al., 2021), paraphras-
ing of phrasal verbs (Gong et al., 2018) and noun
compounds (Ponkiya et al., 2018; Hendrickx et al.,
2013), machine translation (Parameswarappa and
Narayana, 2012; Chiang et al., 2009; Chan et al.,
2007), semantic role labelling (Ye and Baldwin,
2006; Srikumar and Roth, 2011), and more. Au-
tomatic supersense classifiers exist for preposition
sense disambiguation (Liu et al., 2021), but are
unable to achieve the precision levels of trained
annotators.

In order to tackle the challenging aim of preposi-
tion sense annotation, we design linguistic tasks to
enable the elicitation of high-quality annotations.
We demonstrate that a weak form of guidance,
which we call a priming task, improves perfor-
mance on the main task.

In our case, the main task asks the worker to se-
lect the most similar usage to the prompt. However,
the notion of meaning similarity between preposi-
tion usages may not be apparent to crowd workers.
We find that first asking the worker to select an ap-
propriate definition is an effective priming task: its
mere presence enhances workers’ ability to choose
the correct exemplar in the second question. This
related (priming) task serves as a high-precision,
low-overhead alternative to training.

Finally, we compare the predictions of the
crowd with those of a classifier, and find that they
are largely complementary; for most prepositions
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tested, combining the two predictions gives perfect
or near-perfect precision.

Related work has proposed the ability to crowd-
source supersenses and tested a pilot on trained
in-house annotators (Gessler et al., 2020); in this
work, we develop new formulations and collect
actual crowdsourced annotations from Mechanical
Turk to ascertain the suitability of our formulations.

Our contributions include:
• a novel crowdsourcing elicitation tech-

nique which primes implicit questions about
lexical meaning with an explicit task

• a promising crowdsourcing approach to
preposition supersense annotation to elicit
high-precision labels for a subset of instances
without prior annotator training

• a demonstration that the crowd and a super-
sense classifier give complementary signals
conducive to ensembling.

2 Related Work on Crowdsourcing

The Amazon Mechanical Turk online crowdsourc-
ing platform enables crowd workers from around
the world to perform short tasks published by Re-
questers. Mechanical Turk has been used for a
range of annotation tasks.

Mechanical Turk is used in many cases where a
large amount of annotations are collected. If these
many annotations are of lesser quality, it is not
necessarily the case that having more data is better
than having a small amount of expert annotations
would have been (Bhardwaj et al., 2010).

Crowdsourcing Protocols. A variety of alterna-
tives or additions to worker training have been em-
ployed in previous work. Notably, qualifying work-
ers (filtering out who can and cannot complete the
task) is a method akin to training which seeks to
ensure higher quality annotations. Recent work
evaluating crowdsourcing protocols for the devel-
opment of natural language understanding datasets
ask crowd workers to write a multiple choice ques-
tion with one of four qualification follow ups; with
the goal of making more difficult NLU questions,
this work finds that training crowd workers, send-
ing feedback, and qualifying crowd workers is an
effective strategy (Nangia et al., 2021). Qualify-
ing workers beforehand based on self-assessment
is flawed due to bias in the self-assessment; lever-
aging a combination of self-assessment and perfor-
mance on the task is a more useful filtering process
(Gadiraju et al., 2017).

Lee et al. (2022) provides an ordering strategy
for sentence-level annotation tasks such that the
annotators learn and improve from task to task.
Mikulová et al. (2022) considers the effect of pre-
annotation and task design on dependency syntax
annotation, finding that automatic pre-annotation
is useful while other support tools are not as bene-
ficial.

The retainer method has been developed for real-
time crowdsourcing, using retainer pools (qualify-
ing workers into a group of candidates who can be
called upon quickly to complete the task), push
notifications, and recruiting workers before the
task is actually published (Bernstein et al., 2012).
Vaughan (2017) put forward a set of best practices
for Requesters, which includes providing clear in-
structions and iteratively piloting task designs.

The idea of “priming” a crowd worker to in-
fluence their performance (through the design of
instructions, the order of items, etc.) has been ex-
plored in previous work. Jiang et al. (2017) inves-
tigated how the choice of provided examples and
the phrasing of the prompt affect worker response.
Federmann et al. (2019) further investigated the
effect of prompt question on worker performance.
Additional work also explored how providing sur-
rounding text (Mitchell et al., 2014), drawings as
prompts (Kumaran et al., 2014), lists of options
(Wang et al., 2012), and diverse word suggestions
(Yaghoub-Zadeh-Fard et al., 2020) improve worker
performance. Jiang et al. (2018) suggests that work-
ers are cognitively “primed” to replicate their own
mistakes when completing numerous HITs in se-
quence. Colombini (2018) similarly investigates
“inter-task effect” (effect from one HIT to the next),
finding that consistency in task structure across
HITs improves worker performance.

We introduce the concept of a priming task, an
additional task designed to be completed first in
order to improve performance on a related main
task. The idea is that the priming task is a less
ambiguous task not intended to collect data, but
rather to frame the worker’s thinking so as to draw
attention to the relevant aspects of the main task.1

Word sense disambiguation is a difficult task
(Artstein and Poesio, 2008), which is particularly
true for prepositions, as they are widely polyse-
mous (Gong et al., 2018; Hovy et al., 2010). Prior
work has proposed, but not executed, the possibility

1The 2 tasks are questions that appear together on the same
screen (in the same HIT), and the main task is actually a proxy
task because it is an indirect form of labeling.
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of crowdsourcing preposition sense disambiguation
for the supersense schema—Gessler et al. (2020)
proposed that, instead of training annotators to ap-
ply abstract labels, like STARTTIME, GESTALT,
and AGENT, annotators could be asked to perform
simpler proxy tasks from which the supersense la-
bels could be inferred automatically. While Gessler
et al. conducted a pilot with trained in-house anno-
tators, we introduce a new definition-based formu-
lation, which we combine with an exemplar-based
approach, and collect annotations from Mechanical
Turk to establish whether sense disambiguation of
prepositions is able to be crowdsourced in practice.

3 Crowdsourcing Protocol

3.1 Task
Our crowdsourcing task is the challenging task of
preposition sense disambiguation (§1), via the (in-
direct) annotation of supersenses. 2 We want to de-
termine whether the most frequent senses of prepo-
sitions can be categorized by the crowd, such that
the majority of prepositions could be annotated at a
large scale, and any remaining long-tail cases could
then by annotated by experts.

In this work, we ask: can we elicit preposition
supersense data from crowd workers with high pre-
cision? Because the supersense training process
is extensive and specialized, we leverage a proxy
task, through which the crowd judgments can be
converted into actual supersense labels. As a result
of our study, we propose the technique of a priming
task, which is designed to improve performance on
the main task rather than to collect data.

The SNACS supersense annotation schema and
corpus extensively document the senses of En-
glish prepositions and possessives, with 50 super-
sense classes categorizing the use of an adposi-
tion in context (Schneider et al., 2018). While
some distinctions—such as the locative vs. tempo-
ral ambiguity of in Seattle (supersense label LO-
CUS) vs. in October (TIME)—are quite intuitive,
the semantic versatility of prepositions requires ex-
tensive annotator training. Preposition supersenses
form a subset of labels in the lexical semantic recog-
nition task Liu et al. (2021).

From the STREUSLE corpus (Schneider and
Smith, 2015), we use annotated tokens of 6 preposi-
tion types: from, in, on, with, for, and of, which we
choose due to their high polysemy and frequency,

2Technically two supersense fields are annotated per token;
they may be the same or different (Schneider et al., 2018).

collectively comprising more than 60% of all prepo-
sition tokens in the STREUSLE corpus. The gold
annotations are used to evaluate our approach.

3.2 Two Task Designs

We evaluate crowd predictions with the aim of pri-
oritizing precision over recall, because we want to
ensure that any sense that receives an annotation by
majority vote is very likely to be accurate. Our first
task design provides definitions and examples of
possible senses for the preposition, drawing from
the traditional notion of word sense disambiguation
being obtained by selecting a sense from a list of
definitions as the priming task (cf. Ahlswede and
Lorand, 1993; Jurgens, 2013; Tratz, 2011). The
second design uses BERT (Devlin et al., 2019) to
retrieve nearest neighbors from a gold-annotated
seed corpus as the proxy task.

Definition-Based The Definition-Based ap-
proach presents the target sentence (the sentence
to be annotated), and asks a question about the
relationship between the governor and object of
the preposition. The question presented to the
crowd worker is “The word [preposition] expresses
a relationship between two things. Which of the
following options, if any, describes the kind of
relationship?” The definitions include a simple,
short description of what the preposition may be
conveying in that sentence, as well as examples of
that usage. We wrote a small number of definitions
for each of the 6 prepositions, mindful to avoid
jargon and to avoid imposing a high cognitive
load with many options. These are presented as
options along with “None of the above” and “Not
sure/sentence is hard to understand”. Since only
a few of the possible senses receive definitions,
annotators are encouraged to select “None of the
above” if none is a good match. For example,
for the relationship options included in figure 1,
the four options provided cover 75% of the
STREUSLE instances of the preposition from,
corresponding respectively to the annotations:
ORIGINATOR↝SOURCE, SOURCE↝SOURCE, LO-
CUS↝SOURCE, and STARTTIME↝STARTTIME,
the last of which is the correct choice.

Exemplar Matching Our Exemplar Matching
task utilizes contextualized embeddings from
BERT (Devlin et al., 2019) to identify n nearest
neighbors of the use of a preposition in a sentence.
The intuition behind the exemplar-based approach
is that annotators would have an easier time identi-
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Figure 1: Definition-Based approach for a sentence from the test set in the STREUSLE dataset.

Figure 2: Exemplar Matching approach for the same
STREUSLE test set sentence as in figure 1, using the
nearest neighbors from the STREUSLE train set as
identified by BERT.

fying a similar use of a preposition in context than
explicitly describing the use of the preposition.

STREUSLE is split into train, test, and dev sets.
We use pre-trained (without any fine-tuning) BERT-
base-uncased to collect a given test or dev sen-
tence’s 5 nearest unique neighbors in the train set,
using cosine similarity. We concatenate the vectors
from the last four layers, and only use the indexed
embedding of the preposition in question to find
nearest neighbors. We retrieve the 5 nearest neigh-
bors with distinct supersenses, and present these 5
options plus a “None of the above” option.

Subject to the performance of the nearest neigh-
bor retrieval metric, oracle recall of the crowd
workers is therefore 87% overall, i.e. for our ex-
periments, 87% of the retrieved nearest neighbors
include a gold label in the 5 unique options. We
also found that ensuring that the 5 options provided
reflected unique supersenses did increase the likeli-
hood that the majority consensus would match that
of the gold label.

An example of this protocol can be seen in fig-

ure 2, which features the same sentence as figure 1.
Figure 2 demonstrates the Exemplar Matching
proxy task, with the 5 nearest neighbor preposition
usages as well as a “None of the above” option
being presented to the worker.

Combined In this design, we include in each
HIT the Definition-Based task followed by the
Exemplar Matching task, for the same sentence.
Within the same HIT, the Definition-Based task is
first presented and then below that (seen by the
crowd worker by scrolling down) the Exemplar
Matching task is shown.

3.3 Mechanical Turk Experimental Setup

Using the Mechanical Turk crowdsourcing plat-
form, we have 5 crowd workers annotate each sen-
tence. With there being 160 sentences (130 unique
sentences, as the for experiment was performed
twice with disjoint sets of annotators), we collect
1,650 judgments total. Consensus is established
when 3 of 5 crowd workers select the same option—
a simple majority balances precision and recall.

We filter the target and exemplar sentences to se-
lect instances of canonical phrase order between the
syntactic governor, the preposition, and the object,
such that the governor precedes (not necessarily
immediately) the preposition, which also precedes
the object (again, not necessarily immediately).3

Target sentences were sampled randomly from this
filtered set.

3This filtered set includes approximately 44% of the in-
stances of the selected preposition types. We filter the data
for simplicity of interpretation of results, and the filtered task
would not be a more or less difficult task for annotation.

18



Exemplar Matching Combined: EM Combined: DB

Prep. n Classifier P P R O R P R O R P R O R Ensemble P

for 30 0.70 0.76 0.53 0.90 0.90 0.63 0.90 0.74 0.57 0.57 18/19=0.95
for (rpt.) 30 0.70 0.71 0.50 0.90 0.77 0.57 0.90 0.74 0.57 0.57 15/15=1.00

of 20 0.75 0.33 0.20 0.90 0.42 0.25 0.90 0.29 0.10 0.40 4/4=1.00
from 10 0.50 0.60 0.30 0.80 0.67 0.40 0.80 0.71 0.50 0.80 2/2=1.00

in 30 0.73 0.92 0.77 0.87 0.88 0.73 0.87 0.88 0.73 0.80 22/22=1.00
on 15 0.60 0.83 0.33 0.93 1.00 0.60 0.93 0.92 0.80 0.87 6/6=1.00

with 30 0.43 0.30 0.10 0.80 0.47 0.27 0.80 0.53 0.30 0.43 7/10=0.70

Table 1: The results of the Exemplar Matching (EM) task alone, the Definition-Based (DB) task within the Com-
bined approach, and the EM task within the Combined approach. For each preposition, the same n sentences are
used in the EM and the Combined HITs, where n indicates the number of sentences tested for that preposition.
Recall (R) is out of all n, not only the sentences which have gold options. This is also reflected in the Oracle Recall
(O R) which indicates the best possible crowd performance given that not all tasks present a gold option. Precision
is labeled as P. The rightmost column shows Ensemble results, discussed in §4.2.

4 Results & Analysis

Before coming to the task design presented in this
work, we iterated over many approaches and tech-
niques to crowdsourcing preposition sense disam-
biguation. In total, we elicited 4,080 annotations
and developed 17 slight variations of the approach
presented here, which primes the crowd workers
by combining the definition-based and exemplar-
based tasks. We saw consistent trends across these
pre-study variations, resulting in the current ap-
proaches (presented in this work), which prime the
crowd workers by combining the definition-based
and exemplar-based tasks. For these results, we
collect between 10 and 30 annotations for each of
the 6 prepositions, via two methods: the Exemplar
Matching design alone, and the Combined design.

4.1 Effect of Task Design
The precision and recall scores from the different
task designs appear in table 1, accompanied by
a classifier baseline. Precision is important for
this task, because we want to have confidence that
the annotations that are being produced are trust-
worthy. For 5 of the 6 prepositions tried, the best
crowd design outperforms the classifier; notably,
the precision for 3 prepositions—for, in, and on—
is consistently high. The biggest exception is of,
which is extremely polysemous, and the classifier
picks up on the plethora of options with higher pre-
cision than the crowd workers (at least in our small
sample). With achieves better precision from the
Combined judgments than the classifier, though it
barely scratches 50%.

We see that within the Combined design, the Ex-
emplar Matching judgments are equal or superior
to the Definition-Based judgments in all experi-
ments except for from. The two-step process takes

slightly longer for annotators and thus is slightly
more expensive, but achieves very high precision,
which is the aim here. Notably, the Exemplar
Matching judgments are usually enhanced by the
presence of the Definition-Based task in the HIT:
Combined EM precision surpasses plain Exemplar
Matching in all but the in experiment. This is sur-
prising because the combined approach is useful
even when the Definition-Based options do not in-
clude a correct definition, or when the annotator
doesn’t choose the correct definition—the presence
of the task alone results in a statistically significant
improvement in precision.The improved precision
for Combined EM vs. plain EM is statistically sig-
nificant per a t-test: Paired Two Sample for Means
on precision resulting in a one-tailed p-value of
0.0083.

This suggests that the definitions are biasing
crowd workers to attend to the preposition’s mean-
ing in context, even if they don’t actually choose the
correct definition. This insight may be useful for
other kinds of crowdsourcing tasks, such as other
word sense disambiguation tasks, which currently
rely on only one annotation elicitation method, but
could benefit from a combination of various meth-
ods. In particular, if inter-annotator agreement
is low on a more challenging task, a special-
ized protocol could be used to prime the crowd
workers’ thinking, without training. While it is
well-known that initial questions in a survey can
bias answers to subsequent questions (Schuman,
2008), we are not aware of other crowdsourcing
studies that have exploited this to improve workers’
performance on a task by including another task
first. We have demonstrated that this approach is
successful on the challenging task of preposition
sense disambiguation; future work should explore
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the utility of similar schemes for other tasks.
We ran the for experiment twice with the same

instances to see how much randomness in the an-
notator sample would affect results. The absolute
scores in some conditions were slightly affected,
but in both cases the Combined: EM design was
the best and all crowd designs outperformed the
classifier.

4.2 Ensemble Results
In comparison to the highest performing super-
sense tagger (Liu et al., 2021), our crowdsourc-
ing approach generally achieves higher precision.
However, we find that ensembling (predicting only
when the crowd workers via the Combined EM
approach agrees with the supersense classifier) can
give extremely high-precision predictions, showing
that the two signals are complementary.

Specifically, we consider an ensemble where
an annotation is produced only if the majority of
crowd workers in the best design (Combined Exem-
plar Matching) and the classifier are in agreement.
For the ensemble, the precision is perfect or near-
perfect for 5 of 6 prepositions, as seen in the right-
most column of table 1 (with the caveat that counts
for some prepositions are too low to draw firm con-
clusions). The senses annotated via crowdsourcing
alone are more varied than the senses annotated by
the ensemble approach, but the ensemble approach
is more reliable for more frequent senses. If we ex-
trapolate the highly effective ensemble technique to
the entirety of the relatively small STREUSLE cor-
pus, the Combined Exemplar Matching approach
would result in an estimated 808 annotations (ap-
prox. 606 of which would be correct), while the
ensemble would produce an estimated 563 annota-
tions (approx. 534 correct). This gives a sense of
the potential for efficiency gains when applied on a
larger scale.

Note that though the precision will be extremely
high, to ensemble the crowdsourcing approach and
classifier means that slightly fewer annotations will
be produced. Of the 2,692 STREUSLE instances
of the 6 prepositions used in this study, 1,191 of
them meet the same filtering requirement we used
(such that the governor precedes the preposition,
which precedes the object). Extrapolating to these
1,191 tokens, the Combined Exemplar Matching
approach would result in an estimated 808 annota-
tions (an estimated 606 of which would be correct),
while the ensemble would produce an estimated
563 annotations (an estimated 534 of which would

be correct).

5 Conclusion

This paper outlined a promising approach to crowd-
sourcing preposition supersense annotation (a par-
ticularly challenging form of word sense disam-
biguation). The crowd workers outperformed auto-
matic supersense tagging on 5 of the 6 prepositions
studied. We compared multiple designs, finding
that prompting annotators to reason both explic-
itly and implicitly about meaning is most effective,
even when the explicit question does not elicit a
correct annotation. The crowdsourcing approach
achieves very high precision and acceptable recall
for 3 prepositions.

6 Ethics

When using a crowdsourcing platform like Me-
chanical Turk, it is critical to ensure fair payment
and treatment of crowd workers. For the Exem-
plar Matching tasks alone, we paid $0.15 per HIT,
and for the combined Definition-Based and Exem-
plar Matching task, we paid $0.20 per HIT. Per
reviews on the TurkerView website, which Turk-
ers use to anonymously review Requesters, the re-
views are positive, indicating that the payment is ap-
proved quickly, with Turkers never being rejected
or blocked. The average hourly wage is reported
on the site based on the payment for completion
of the task and how long it takes to complete the
task (as reported by the worker, rather than the time
spent between accepting the task and submitting,
as reported by Mechanical Turk), and reflects an
average hourly wage of $20.66 based on 40 reports.
IRB exemption was granted for this study. Intend-
ing to have this task primarily completed by native
English speakers, we filtered crowd workers to re-
quire that the Location is United States and the
number of approved HITS is greater than 5000.
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