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Message from the General Chair

This volume documents the Proceedings of the first Workshop on Corporate Social Responsibility
(CSR) using NLP methods, held on 25 June 2022 as part of the LREC 2022 conference (International
Conference on Language Resources and Evaluation. This workshop is a very first attempt of bridging
data resources, language theories, and NLP technologies on CSR in particular. It has called for innovative
and practical NLP methods for tackling the CSR/ESG challenges at the cross-disciplinary research,
especially with the nowadays’ big data language technologies. This very first volume has finally included
8 excellent papers (5 oral presentations + 3 posters) on some core topics pertaining to CSR/ESG.
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Message from the Program Chairs

Corporate Social Responsibility (CSR) as a shared grand challenge in business studies and in
computational linguistics has not been tackled yet in the recently thriving financial NLP studies. These
work so far have been more driven by the NLP downstream technology instead of the theoretical or
real-world issues driving studies of economics or business.

Conventional methods usually focus on shared values of companies such as sustainability, carbon
footprint, diversity and inclusion, fair-trade, social justice, environmental impact. However, different
businesses may breed additional and more specific areas of issues to address, such as pollution/emission,
pharmacovigilance, food safety etc.

The goal of the workshop is to identify and develop niche research methodologies that are highly
competitive and world-leading for CSR modelling. Tackling the grand challenges of the world by
promoting mutual understanding through language and CSR is a necessary step towards tackling other
grand challenges that also may be aided by language big data, deep neural networks, linguistic tools and
methods, towards some of the trending issues in CSR studies such as environmental degradation and the
climate crisis.

In CSR-NLP I 2022, we have provided such a venue for researchers and practitioners worldwide to
conduct computational linguistic research and make use of NLP methods to address some of the core
issues for CSR or ESG related research. We look forward to more submissions and participation in
the next event, hopefully to build up large-scale CSR data resources, tools, or platforms with NLP-
facilitated technologies, as well as the language resource evaluation, and to launch a shared task for
CSR modeling/prediction for open competition. We believe with this considerable outcome and fruitful
discussions for the first computing workshop on CSR, there will be more promising and cheerful results
in the next events.
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Abstract
Sustainability reporting has become an annual requirement in many countries and for certain types of companies. Sustainability
reports inform stakeholders about companies’ commitment to sustainable development and their economic, social, and environ-
mental sustainability practices. However, the fact that norms and standards allow a certain discretion to be adopted by drafting
organizations makes such reports hardly comparable in terms of layout, disclosures, key performance indicators (KPIs), and
so on. In this work, we present a system based on natural language processing and information extraction techniques to
retrieve relevant information from sustainability reports, compliant with the Global Reporting Initiative Standards, written
in Italian and English language. Specifically, the system is able to identify references to the various sustainability topics
discussed by the reports: on which page of the document those references have been found, the context of each reference, and
if it is mentioned positively or negatively. The output of the system has been then evaluated against a ground truth obtained
through a manual annotation process on 134 reports. Experimental outcomes highlight the affordability of the approach for
improving sustainability disclosures, accessibility, and transparency, thus empowering stakeholders to conduct further analysis
and considerations.

Keywords: Natural Language Processing, Information Extraction, Sustainability Reporting, Global Reporting Initiative,
Corporate Analysis

1. Introduction
The EU Corporate Sustainability Reporting Directive
(CSRD), proposed on April 21, 20211, would signifi-
cantly extend the scope of sustainability reporting leg-
islation among European companies. With a stated aim
of bringing sustainability reporting on a par with finan-
cial reporting, it would help to have equal weight and
rigor. The currently in force Non-Financial Reporting
Directive applies to some large companies operating in
the EU. CSRD would extend the reporting obligation
to all large companies, either listed or unlisted, as well
as to all listed firms, with the sole exception of listed
micro-companies. The reporting obligation would also
be extended to all groups, which will have to produce
a consolidated sustainability report. Estimates predict
that the application of these new inclusion criteria will
bring the number of sustainability reporting obliged
companies from the current 11,700 to about 49,000.
The ways in which companies approach sustainabil-
ity reporting are often varied and non-standard. While
society and governments demand sustainable develop-
ment, the efforts deployed by companies are often not
adequate. Only recently, given the numerous initia-

1https://ec.europa.eu/info/business-economy-
euro/companyreportingandauditing/company-
reporting/corporatesustainabilityreporting en

tives towards environmental and social respect, some
of the largest and best-known companies have decided
to accept the request of national and supranational gov-
ernments for more adequate reporting on these issues
(Bowen, 2014). Nonetheless, economics still play a
pivotal role for environmental decisions, and accord-
ing to (Dyllick and Muff, 2016), companies’ under-
standing of sustainability has been misguided result-
ing in most companies committed to reducing unsus-
tainability rather than actually pursuing sustainability.
Identifying relevant sustainability topics and disclos-
ing related information seems then a quite challeng-
ing task even for responsible companies, resulting in
lower communication efficacy and in turn accessibil-
ity by stakeholders (e.g. consumers, authorities). The
identified issues to some extent depend on the difficul-
ties in monitoring activities experienced by the com-
petent bodies: sustainability reports are often complex,
with customized layouts, long, and challenging to read,
which make their analysis time consuming and costly.
We propose to address such issues by means of the
support of computer systems. We developed an ap-
proach based on Natural Language Processing (NLP)
and Information Retrieval (IR) to support the review
process of such documents. Our system is capable of
analyzing documents in closed format, i.e., PDF, and
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extracting information potentially valuable for the re-
view phase. In fact, referring to the Global Report-
ing Initiative (GRI) Standards2, we searched for sus-
tainability topics in the textual document in order to
identify the context of use and the page where they are
discussed. Our approach speeds up the operations of
analysis, study, and review of corporate documents on
sustainability.

1.1. Research Goals
In this work, we aim to address the issue of automatic
analysis of textual documents concerning sustainabil-
ity. In particular, we want to investigate the possibility
of adopting NLP and IR techniques to be able to auto-
matically extract relevant information for possible con-
sultation and review by stakeholders. Specifically, it
was considered that the preliminary analysis that could
be done is to check whether specific sustainability top-
ics or disclosures are discussed in the document. In
this work, we focus on sustainability reports compli-
ant with GRI Standards as the latter are by far the most
widely adopted. This task, which might seem simple, is
instead made complex by the heterogeneity of layouts
and the writing style of sustainability documents. We
believe that an automated system capable of detecting
which topics are actually discussed within the sustain-
ability reports could be a valuable aid for stakeholders
as well as anyone involved in the process of reviewing
corporate documents. The main contributions of this
work are:

• An NLP and IR strategy for the automatic analysis
of corporate sustainability reports;

• A system to automatically analyze GRI Standards
compliant reports;

• An evaluation using real reports that focuses on
GRI topics/disclosures and on the analysis of the
extracted contexts.

2. Related Work
Describing how an organization deals with its eco-
nomic, environmental, and social impacts is an articu-
lated process, called sustainability reporting, whose de-
liverable is nowadays usually defined as sustainability
report. Although the early attempts to describe social
activities of companies date back to the 1970s whereas
companies involved in environmentally sensitive indus-
tries began to publish their environmental reports in the
subsequent decade, only in the mid-1990s the first pe-
riodic reports of activities, encompassing the three sus-
tainability dimensions in a holistic perspective, were
published. These reports, which at the beginning were
almost entirely limited to bigger companies, timidly
spread also among SMEs, institutions and no profit or-
ganizations (Hsu et al., 2013).

2https://www.globalreporting.org/standards/

More recently, the rapid increase of awareness on the
responsibility that businesses play to achieve sustain-
able development shed a new light on the practice
of sustainability reporting (Minutiello and Tettamanzi,
2022). Sustainability reports, indeed, become crucial
for companies not only to communicate to stakehold-
ers how they deal with sustainability, but also to reflect
on their sustainable strategies and embrace them com-
mittedly. Reporting, in fact, “is not only a matter of
communication nor a mere data gathering or compli-
ance exercise. It helps organizations to set goals, mea-
sure performance, and manage change” (Global Re-
porting Initiative, 2013). Recent norms and initiatives
on the compulsory release of non-financial disclosures
have put a new emphasis on studies of sustainability
reporting. Scholars, in particular, have investigated the
plethora of schemes proposed to help report sustain-
ability (Grewal and Serafeim, 2020), which often let
companies discretionarily choose the shape to adopt for
their reports, the content included and the way to iden-
tify and present it, at the price of making reports hardly
comparable, so weakening the general audience’s abil-
ity to retrieve information they need. Even when com-
panies strictly follow the Global Reporting Intiative
standards, which act as a de facto standard for sustain-
ability reporting, they release heterogeneous kinds of
documents, which hinder the identification of resem-
blances and dissimilarities among companies’ sustain-
ability strategies, priorities, and results.

Therefore sustainability reports are configured as com-
plex sources, adopting non-standard layouts and differ-
ent methods of information representation (e.g. text,
tables, infographics), in which both unstructured and
semi-structured data can be traced. This feature, com-
bined with the amount of documentation produced an-
nually by companies from all over the world, makes
the investigation of sustainability reports through NLP
and Text Mining (TM) techniques an interesting and
potentially vastly impacting scientific challenge (Zhou
et al., 2021). As a matter of fact, NLP techniques allow
to analyze and automatically represent texts written in
human languages to obtain a human-like language pro-
cessing useful for subsequent analysis (Liddy, 2001).
TM provides instead automatic processes aimed at
extracting implicit knowledge from textual data (Jo,
2019), enabling inferences otherwise impractical for
the human reader.

Companies non-financial disclosures have been inves-
tigated using NLP and TM techniques starting from
2009, when Bayesian analysis and TM were used to
measure report content differences among multiple sec-
tors (Modapothala and Issac, 2009). Since then, such
techniques have been adopted to investigate different
aspects related to non-financial documentation. In
(Aureli et al., 2016) TM was used to assess changes
in the quantity of sustainability disclosures delivered
by companies before and after an industrial disas-
ter. Changes over time were also tracked in (Székely
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Figure 1: Ground truth dataset creation process.

and vom Brocke, 2017) where authors performed la-
tent Dirichlet allocation (LDA, an NLP technique for
topic modeling) to record the evolution over the span
of 16 years (1999 - 2015) of the topics contained
within sustainability reports. (Lindgren et al., 2021)
adopted Bayesian machine learning and LDA, argu-
ing that shareholders appear to be the implicit target
users of sustainability reports. (Zhou et al., 2021) used
LDA to explore container shipping companies sustain-
ability disclosures. It is not an isolated case: many of
the studies focusing on the application of NLP and TM
on sustainability reports are devoted to specific indus-
tries in order to identify sector-dependent characteris-
tics, trends and best practices (e.g. (Wang et al., 2020),
(Uyar et al., 2021)).
This brief overview of the literature contributes to
demonstrate how the use of these techniques could pro-
lifically support the investigation of sustainability re-
ports. Despite the research stream boasting a history
of more than ten years, to the authors’ knowledge, no
study was aimed at developing tools intended for the
sustainability disclosures (e.g., GRI Standards) infor-
mation retrieval.

3. Resources and Annotation Process
The dataset used as ground truth to test the effec-
tiveness of the developed tool contains data extracted
from 134 sustainability reports, retrieved from the on-
line GRI Sustainability Disclosure Database3 in March
2021. Fig. 1 depicts the dataset creation process.

3Unfortunately GRI decommissioned the Sus-
tainability Disclosure Database, which is no longer
accessible. More information is available at
https://www.globalreporting.org/how-to-use-the-gri-
standards/register-your-report/

The reports were selected through a query that returned
GRI Standards compliant documents published by Ital-
ian companies: for each of them, the latest available
report was included in the dataset. The query de-
sign ensures homogeneity in terms of framework (GRI
Standards) and national culture (Italian). On the other
hand, no constraints were imposed on the size and
sectors of the drafting companies: hence, the dataset
contains reports ascribable to 27 different sectors (e.g.
waste management, automotive, agriculture) published
by micro (2/134), small (2/134), medium (4/134) and
large (126/134) organizations. The unbalanced repre-
sentation with respect to the drafting organizations size
is due to the previously mentioned European norms,
which state that non-financial disclosures are manda-
tory for large companies.
After report selection, the dataset was populated. Each
report underwent a manual annotation phase aimed at
structuring organizational, financial and sustainability-
related data. The annotation process involved two re-
searchers: the first populated the dataset while the sec-
ond performed spot checks on the correctness of the
information entered. The wide scope of the selected
features allows the dataset to be leveraged as a knowl-
edge base for testing new hypotheses and/or develop-
ing tools with a potentially different purpose than that
of this work. The following organizational and finan-
cial variables related to the drafting companies were se-
lected: company name, sector, number of employees,
size, annual turnover and annual balance sheet total.
As these data were not always contained within the re-
ports, they were collected from different data sources,
such as drafting companies websites and miscellaneous
financial documentation. In order to collect data per-
taining to sustainability-related aspects, we manually
scanned the documents in full, extracting title, year,
language, reporting option (GRI Standards allow two
options - core or comprehensive- to be chosen), in-
volved stakeholders, stakeholder engagement strategy
and GRI disclosures. GRI disclosures were recorded
through a dummy variables approach: each disclosure-
related feature was valued 1 (yes) if it had been in-
cluded in the report and 0 (no) otherwise. The result-
ing dataset contains 134 reports published by as many
Italian companies. Each report is described by 150 fea-
tures, 108 of whom are related to GRI sustainability
disclosures.

4. The Natural Language Processing
Pipeline

Most of the corporate sustainability reports are orga-
nized into five main sections, including management
information, environment, and climate change, envi-
ronmental performance review, a listing of verifiable
environmental claims and green initiatives, and decla-
rations about environmental compliance. In addition,
information about the internal organization’s structure,
the departments responsible, and employees’ roles in

3



Figure 2: NLP Pipeline for processing the Sustainabil-
ity Reports.

sustainability activities are provided in most reports.
However, companies are not forced to use a predefined
standard in the layout design of reports: different de-
sign choices are taken for characters style, sections de-
sign, and disposition, graphs, images, number of pages,
etc.
In order to correctly analyze the documents of our
dataset, we decided to implement a complete NLP
pipeline (Fig. 2). The first step is the conversion of
sustainability reports into a computable textual format.
Considering the format of files in the dataset, we had to
convert each PDF file into a set of images that could be
processed by an OCR (Optical Character Recognition)
tool to extract a textual representation of the pages a
report consists of. The extracted text is consequently
the starting point to perform a focused search on GRI
disclosures presence. Before starting the process, we
had to make a suitable input for the OCR tool. For
this purpose, we used Poppler4, a library for rendering
PDF files and examining or modifying their structure.
It was used to convert PDF reports into a collection of
images, in which each image corresponded to a page in
the report. Then, we adopted Tesseract (Smith, 2007),
an OCR engine able to convert the text contained
into an image obtained with scans, pictures, or photos
into understandable characters for a word processor.
The results are usually excellent as far as character
recognition is concerned. Conversely, it lacks the abil-
ity to maintain page layout, particularly when tables
or columns occur in the document. Initially limited
to ASCII characters, since March 2022 Tesseract

4https://pypi.org/project/python-poppler/

supports UTF-8 characters and recognizes more than
100 languages5. During this transformation step, in
many cases we observed that the resulting text was not
accurate enough to be considered a robust mapping
of the content discernible by a human observer. This
issue is mainly caused by the need to transform the
document pages into images before applying the OCR
tools. For this reason, we decided to enrich the textual
representation we obtained with text extracted directly
from the PDF format. For this purpose, PDFplumber6

was exploited. It is a Python open-source package
whose objective is directed to parsing PDFs, analyzing
PDF layouts and object positioning, and extracting
text. For our case, we used this library to extract text
directly from PDF.

Intending to improve the quality of the text obtained
using the two approaches, we decided to apply classi-
cal text cleaning techniques. In particular, we decided
to remove stopwords as well as to replace carriage
returns, tab characters, double or triple spaces with
single spaces. In addition, we decided to remove every
non-alphanumeric character and/or character of length
less than or equal to two, including punctuation, except
for the ”-” character because it is used within the
notation of GRI disclosures. We performed this task
using the Spacy Library (Srinivasa-Desikan, 2018). In
particular, it provides a complex text analysis pipeline
for several languages, including Italian. It offers
the possibility of dividing the text into tokens and
checking if each of them is a stopword, its length, and
the type of content.

Given the textual representation of the reports, we were
able to perform a keyword search based on common
GRI Standards’ disclosures names in order to estimate
the presence and absence of them within the document.
The conversion of each PDF page into searchable
textual content also allowed us to detect the portion of
text where each of the GRI standard disclosure was
located in the analyzed document. In particular, we can
extract the page number and the paragraph containing
the GRI Standards’ disclosures names. We searched
for 215 total keywords created by using the following
two possible structures: ”GRI <code>”, ”<code>”.
The element <code> is an integer number referring to
GRI topics between 200 and 400 or their disclosures
like 200-x, 300-x, and 400-x. Keywords like ”GRI
300-4” or ”GRI 203” or ”306-4” are examples of of
used search terms. Limitations of this approach include
the possibility of identifying any numerical values in
sustainability reports as GRI topics/disclosures. To
overcome that limit, we decided to evaluate a second
version of our search pipeline which makes use only
of keywords obtained by using GRI disclosures, i.e.,
those containing the ”-” symbol. This makes the pos-

5https://github.com/tesseract-ocr/tesseract
6https://github.com/jsvine/pdfplumber
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sibility of false positives very unlikely. In that second
approach, we considered a match for a GRI Standard if
at least one of its disclosures was identified in the text.
In both cases, we considered as the reference context
of the specific GRI standard, the portion of the text
that contains it, i.e., the one obtained by extracting the
25 terms before and after the match. As an output of
this step of the proposed pipeline, we are able to obtain
the possible match for each of the possible GRI topics,
the reference context, and the page of the document
where the match has been identified. This output can
be exported for later use by the end-user or optionally
processed through a sentiment analysis tool.

Sustainability reports should discuss aspects relevant to
the drafting organization and to its stakeholders, high-
lighting both positive and negative outcomes. Notwith-
standing this, companies might tend to report only
positive information, neglecting to inform stakeholders
about negative performances (Boiral, 2013). In order to
verify if this misuse is commonly applied, we can con-
duct an analysis that takes into account also the senti-
ment of the context where the GRI disclosures were
found. We expect inhomogeneous sentiments since,
in principle, each company should make available in-
formation, whether positive or negative, especially in
the sustainability context. In the literature many ap-
proaches for Sentiment Analysis have been proposed
(Polignano et al., 2017b; Polignano et al., 2017a; Polig-
nano et al., 2019). In particular, in this work, we de-
cide to use two tools: TextBlob7 and Sent-It (Basile and
Novielli, 2014). TextBlob is a Python library for pro-
cessing textual data with common NLP tasks. It was
adopted to recognize the sentiment for contexts writ-
ten in English. Sent-It is a sentiment analysis tool that
identifies the sentiment for Italian texts. It is a sys-
tem based on a supervised machine learning approach.
In particular, for training, three different kinds of fea-
tures based on keywords and microblogging properties
of tweets, on their representation in a distributional se-
mantic model, and on a sentiment lexicon have been
exploited. Data provided for training are annotated ac-
cording to the subjectivity/objectivity of the content.
Moreover, each piece of text is categorized as positive,
negative, or neutral. In our case, most of the disclo-
sure’s contexts were written in Italian, and we are able
to obtain a score of polarity (i.e., positive, negative) and
subjectivity/objectivity.
At the end of the analysis process, it is possible to ex-
port the results of each document in JSON format. It
shows the reference context (if any), page number, po-
larity score, and subjectivity score for each GRI dis-
closure. The proposed system has been coded in the
Python language and run on the Google Colab Envi-
ronment8. The source code has been released through

7https://textblob.readthedocs.io/en/dev/index.html
8https://colab.research.google.com/

OCR Text
Extr. GRI Sub

GRI Sent.

OCR
-all-GRI
OCR
-sub-GRI
TE
-all-GRI
TE
-sub-GRI
OCR-TE
-all-GRI
OCR-TE
-sub-GRI
OCR-TE-SA
-all-GRI
OCR-TE-SA
-sub-GRI

Table 1: Configurations of the system we evaluated.

the GitHub platform9.

5. Evaluation
The evaluation phase aims to assess the effectiveness
and robustness of the proposed system. In particu-
lar, we want to investigate the following research ques-
tions:

• RQ1: Is it possible to develop a robust and effec-
tive system for automatically search GRI topics
from corporate sustainability reports?

• RQ2: How system performances are influenced
by the granularity chosen for the keywords used
while searching for GRI standards?

• RQ3: How the system performances are influ-
enced by the tool used for the text extraction from
PDF files?

• RQ4: Is it possible to use a sentiment analysis
tool for evaluating if sustainability reports are dis-
cussing only positive aspects?

With the goal of answering the research questions
posed, we ran our system using different configura-
tions. In particular, following the configurations re-
ported in Tab. 1, we used OCR, Text Extractor, or both
as document processing tools and all possible or disclo-
sure keywords for the search phase. Finally, we eval-
uated two configurations based on the use of the sen-
timent analysis tool, for which we considered a match
for the search phase, only GRI topics with a neutral or
positive context.
The results obtained from the experimental runs are
shown in Tab. 2. It is possible to observe that the re-
sults obtained in terms of the F1 measure are promis-
ing for all the configurations discussed. In particular, it

9https://github.com/marcopoli/GRI-Sustainability-
Reports-Analysis
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Precision Recall F1
OCR
-all-GRI 0.95579 0.80189 0.87210

OCR
-sub-GRI 0.95103 0.89208 0.92061

TE
-all-GRI 0.95752 0.80704 0.87586

TE
-sub-GRI 0.95228 0.89616 0.92337

OCR-TE
-all-GRI 0.95577 0.84152 0.89501

OCR-TE
-sub-GRI 0.95014 0.93725 0.94365

OCR-TE-SA
-all-GRI 0.95642 0.79034 0.86548

OCR-TE-SA
-sub-GRI 0.95106 0.87259 0.91014

Table 2: Results obtained from the evaluation runs.

varies from the lowest value of 0.87210 obtained from
the OCR-all-GRI configuration to 0.94365 found by
performing the OCR-TE-sub-GRI configuration. What
has been observed shows that in its simplicity, the anal-
ysis pipeline presented is highly effective, allowing to
obtain results that can represent an excellent base of de-
parture for end users. It is, in fact, clear that a value of
F1 measure so close to the value 1 is an indication of
the effectiveness of the discovery process and the relia-
bility of the results obtained. This allows us to answer
the RQ1 positively.
Observing the fine-grained results we obtained, in
some cases, lower Recall values have been obtained
with respect to the average. This issue was caused
by the absence of some disclosures we used in the
search phase. Indeed using the keywords about the first
level of the GRI standards caused many situations of
mismatching where the manual annotator has consid-
ered the first level of the GRI standard found only be-
cause one of its disclosures has been found. Similarly,
we performed some configurations by using only key-
words obtained from GRI disclosures and considered a
match for the first level of the GRI Standard if at least
one of its disclosures was identified in the text. Config-
urations that contain the string ”-sub-GRI” in the name
are those that follow this approach. What can be ob-
served is that in all cases, these configurations behave
better than their ”-all-GRI” counterparts. There is, in
fact, an increase in performance that varies from 5.16%
to 5.56%. The results obtained allow us to provide a
clear answer to RQ2.
To avoid as many errors as possible due to the incorrect
encoding of text resulting from PDF conversion op-
erations, configurations using different text extraction
techniques were performed. The results obtained show
that using a text extractor succeeds in reducing some of
the problems of OCR, particularly those in which the

text was shown on colored backgrounds or in fonts that
are difficult to interpret. On the contrary, the text con-
tained in images is ignored. Indeed, we moved from an
F1 measure value of 0.92061 for the OCR-based tech-
nique to 0.92337 for the one based on Text Extractor.
Instead, the best performances are achieved when com-
bining approaches. A GRI standard is considered iden-
tified if it is found in the text obtained by at least one of
the two approaches. This process allowed us to obtain
an F1 score of 0.94365, the highest among the results
of our runs. These considerations allow us to provide a
response to RQ3.
Putting our attention to the last two configurations
posted in Tab.2, OCR-TE-SA-all-GRI and OCR-TE-
SA-sub-GRI, we can observe that the performance of
the proposed pipeline decreased comparing them with
their counterpart without sentiment analysis applied.
This would suggest that in the reports, there are also
contexts in which there is a negative concept expressed
about a GRI standard. Unfortunately, however, follow-
ing a detailed analysis, it has been observed that the
negative contexts identified are false positives. In fact,
they are generated by the misclassification of the same
by the sentiment analysis tool used. The presence of
certain negative words could definitely affect the sen-
timent processed using the Sent-It tool. We detect that
words such as ”rischi”, ”corruzione”, ”malattia”, ”peri-
coloso” could heavily influence the final sentiment pre-
diction especially if these were found in sentences that
uses negations. The results in Tab. 3, show us the
most common terms in case of misclassification. These
represent words in the Italian language that express, if
taken individually, a negative sentiment. Conversely,
their use in a negated form or with an outlined context
can lead to overall positive sentiment. This shows that
corporate sustainability reports tend to present only the
positive goals achieved. What was observed appears to
be a valid response to RQ4.

6. Implications of Research, Limits and
Challenges

The proposed approach to analyze sustainability re-
ports is a first step towards the possibility of offering
complete and reliable support to the interested stake-
holders. In fact, it is common to observe documents
that use heterogeneous layouts and different writing
styles, sometimes even when adopting the same re-
porting standard/guideline. The analysis of such doc-
uments becomes a demanding, long and tedious task.
Therefore, a computer system can be an essential sup-
port for analysis operations, as long as it is reliable
and effective. The approach we propose is based on
a straightforward methodology. The obtained results,
though limited to a single PDF format, GRI Standards,
and documents written in Italian or English, prove that
the approach is viable. Further research could address
such limitations by extending the scope of our approach
to different formats, standards, and languages. These
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Root word % False Positive
OCR

% False Positive
Text Extr.

rischi 0,16 0,14
corruzione 0,14 0,14
rifiuti 0,08 0,09
discriminator 0,01 0,01
malatti 0,08 0,07
inquinant 0,01 0,01
spesa 0,01 0,01
emission 0,03 0,04
infortun 0,07 0,07
sanzion 0,05 0,05
incident 0,05 0,05
decess 0,03 0,03
pericolos 0,03 0,03
violazion 0,03 0,05
mort 0,02 0,02

Table 3: Percentage of contexts erroneously classified
with negative sentiment containing the root word.

points are the challenges that we will face in future
work, with the aim of making the system presented here
as complete and reliable as possible. The sentiment
analysis strategy presented here is the basis for in-depth
analysis work that could be conducted on such reports.
Elements such as subjectivity, writing style, and ease
of reading could prove to be interesting information to
assess the quality of such documents. This could have
substantial managerial implications for firms willing to
become aware of the actual interest of stakeholders in
their sustainability reports.

7. Conclusion
Sustainability reporting should be considered as an
impartial and transparent helpful tool to explain sus-
tainable goals, objectives, and companies’ activities to
their stakeholders. These reports are an excellent re-
source for monitoring corporate best practices that ad-
dress environmental, social, and economic sustainabil-
ity. However, companies often produce reports which,
even when they are compliant with GRI Standards or
other reporting standards, are poorly structured and
thus complex to read and analyze. Therefore, in this
work we addressed the problem by proposing a sys-
tem supporting the analysis of sustainability reports,
specifically designed to identify the topics/disclosures
discussed within GRI compliant reports. We propose
a system based on a pipeline of Natural Language
Processing and Information retrieval able to deal with
closed format files, i.e. PDFs. The documents were
transformed into a machine-readable textual format us-
ing OCR and Text Extraction tools. The text obtained
here has been considered as the raw data over which to
perform a keyword search operation. In particular, we
considered keywords representative of the GRI topics
and disclosures. This approach was repeated with dif-
ferent configurations of the system with the aim of op-
timizing the search process and, consequently, the final

retrieval performances. The obtained results showed
that the system we proposed is extremely performant
on the considered dataset, showing a score of F1 mea-
sure equal to 0.94365. It was also observed that the text
extraction strategy from the PDF format could strongly
impact on the obtained results, suggesting a hybrid ex-
traction mode to make up for the shortcomings of OCR
and Text Extraction tools. The search strategy can also
strongly affect performance. The design of the most
correct keywords to be used has in fact proved to be
a fundamental step in the implementation of the sys-
tem. Finally, the sentiment analysis tool proved to be a
useful component of the proposed system, by demon-
strating that the examined reports seem to emphasize
positive aspects rather than negative ones, which would
contradict one of the GRI reporting principles (bal-
ance). A key future challenge is to enhance the sys-
tem in terms of robustness, efficiency, effectiveness,
and flexibility.
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Abstract
We describe initial work into analysing the language used around environmental, social and governance (ESG) issues in UK
company annual reports. We collect a dataset of annual reports from UK FTSE350 companies over the years 2012-2019;
separately, we define a categorized list of core ESG terms (single words and multi-word expressions) by combining existing
lists with manual annotation. We then show that this list can be used to analyse the changes in ESG language in the dataset
over time, via a combination of language modelling and distributional modelling via contextual word embeddings. Initial
findings show that while ESG discussion in annual reports is becoming significantly more likely over time, the increase varies
with category and with individual terms, and that some terms show noticeable changes in usage.

Keywords: environmental, social, governance, ESG, diachronic analysis

1. Introduction
Companies and investors are becoming increasingly
aware of the importance of Corporate Social Respon-
sibility (CSR) in their actions, tracking and reporting
their impact on society and the environment. One way
to examine a company’s behaviour in this area is via
Environmental, Social and Governance (ESG) criteria.
ESG criteria cover a company’s environmental impact
(Environmental), their relationships with their commu-
nity including employees, suppliers and customers (So-
cial), and their leadership structures including execu-
tive pay, shareholder rights, audits and controls (Gov-
ernance). ESG analyses are currently performed man-
ually by experts; for example, Lydenberg et al. (2010)
define a method for identifying key sustainability per-
formance indicators which requires six detailed analy-
sis steps. Our interest is in developing NLP technolo-
gies to help automate this process, to characterise com-
panies in terms of different ESG criteria and understand
how these relate to company performance, risk and out-
look over time, as well as more general changes in the
economic and regulatory environment. Given the in-
creasing investor interest, coupled with the regulatory
push in terms of non-financial reporting, mostly driven
by sustainability motives, understanding of the connec-
tion between corporate ESG reporting and the measure-
ment of ESG is becoming very important. So far, regu-
latory requirements regarding ESG reporting have been
relatively loose. However, this is starting to change
very quickly and dramatically, as exemplified by the
introduction of the EU taxonomy for sustainable activ-
ities, sustainability reporting standards such as SASB,
and the most recent evolution in IFRS reporting. While

NLP techniques have been developed for specific as-
pects relating to ESG, particularly environmental con-
cerns (Armbrust et al., 2020) and more specifically,
discussion relating to climate change (Luccioni et al.,
2020), a more general model for tracking and charac-
terizing ESG reporting has yet to be produced.
In this paper, we outline our initial steps in this direc-
tion, by defining a categorised set of 93 ESG terms cov-
ering 5 core ESG areas, based on a number of existing
resources and filtered by multiple annotators, that can
be used to analyse changes in reporting. By assem-
bling a collection of company annual reports and ap-
plying analyses based on language modelling and on
distributional methods, we show that these terms have
the potential to reveal changes in the frequency and in
the usage of the language of ESG.

2. Dataset and ESG analysis terms
2.1. Data and pre-processing
We base our analysis on annual reports from FTSE350
companies over the years 2012-2019. To establish a
fixed list of companies for comparison purposes, we
used the FTSE350 list as of 25th April 2020.1 Reports
were obtained from the publicly accessible collection
at www.annualreports.com. Not all companies’ reports
were available, and to disambiguate between compa-
nies with the same ticker on different exchanges, we
used only those with reports shown at the London Stock
Exchange (LSE); the number of reports obtained, to-
gether with total word counts (before preprocessing or

1https://en.wikipedia.org/w/index.php?
title=FTSE_350_Index&oldid=953125037
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Year # Reports # Words
2012 178 12.5M
2013 181 14.0M
2014 184 15.0M
2015 196 16.3M
2016 198 17.5M
2017 200 18.4M
2018 200 19.6M
2019 202 21.2M
total 1539 134.6M

Table 1: Number of annual reports retrieved by year

tokenization), are shown in Table 1. The reports are
published as PDF documents; these were converted to
raw text using the pdf2txt tool.2 We tokenize into
words and build ngrams of length 1-4 padded with
sentence start and end symbols, using NLTK’s stan-
dard preprocessing tools.3 While we do not have the
rights to redistribute this data, it comes from public
sources, and the details required to re-create the dataset
are available publicly at osf.io/rqgp4.

2.2. ESG term extraction
As our interest is in comparing the ways in which ESG
concepts are written about, our first task was to define a
set of suitable terms (words or multi-word expressions)
for subsequent use in analysing the report text.

Initial seed terms We started with three existing lists
of terms likely to relate to ESG concepts, derived
from (a) the SASB standards, (b) Schroders and (c)
our own work. The first list comes from the 2017
Conceptual Framework for sustainability in accounting
set out by the SASB (Sustainability Accounting Stan-
dards Board, now part of the Value Reporting Foun-
dation - see www.sasb.org): specifically, we take the
“SASB Universe of Sustainability Issues” which de-
fines 5 sub-areas (environment, social capital, human
capital, business model and innovation, leadership and
governance) and gives 4-7 major concepts for each one
(SASB, 2017). For example, the concepts for envi-
ronment include GHG emissions, Air quality, Energy
management, Fuel management, Water and wastewater
management, Waste and hazardous materials manage-
ment, Biodiversity impacts. This list contains 36 terms.
Our second source is the Schroders brochure “Un-
derstanding sustainable investment and ESG terms”
(Schroders, 2021), used to establish “the landscape of
activities, strategies that fall under the broad umbrella
of ESG and sustainability”, and the terms most com-
monly associated with each. This approach takes the
point of view of the investor, and defines 6 sub-areas
(integration, governance & active ownership, screened

2https://github.com/pdfminer/pdfminer.
six/blob/develop/tools/pdf2txt.py

3https://www.nltk.org/api/nltk.lm.
preprocessing.html

investments, thematic investing, impact investing, in-
dustry organisations and initiatives), each specified
with 7-15 major concepts. For example, the concepts
for thematic investing include carbon footprint, climate
risk, green investing, renewable energy. This list con-
tains 62 terms.
Our third and final source is an annotated dataset
developed during our own project and described in
(Stepišnik-Perdih et al., 2022). For this dataset, sen-
tences were extracted from annual reports of compa-
nies listed on US or UK stock exchanges that cover
the period 2017 to 2019. Annotation was then per-
formed at the sentence level, with sentences marked
as ESG-related or not. Thirteen annotators were used,
with each annotator given 500 sentences for annota-
tion. Annotators were second-year graduate students
of the MSc in Quantitative Finance and Actuarial Sci-
ences at the School of Economics and Business, Uni-
versity of Ljubljana. Given their field and length of
studies, we believe they were well suited to the task
of annotating financial texts. Annotators were asked
to annotate each of the sentences according to several
criteria. First, whether the sentence is relevant from
the perspective of corporate business. Second, whether
the sentence conveys positive/negative/neutral financial
sentiment. Third, whether the sentence expresses an
opinion (subjectivity) or states the facts (objectivity).
Fourth, whether it is forward-looking or not. Finally,
whether it relates to ESG or not. Full details are given
in (Stepišnik-Perdih et al., 2022); in this work, we use
only the labels with regards to ESG, with a binary label
positive (ESG-related) or negative (not ESG-related).
The dataset contains 6,500 sentences, within which
24.8% (1,617 sentences) are ESG-related. Based on
these annotated sentences, we estimated two 1-2-gram
language models using maximum likelihood estimation
(using NLTK’s standard language modelling tools),4

one for ESG-related text and one for non-ESG-related
text. We then extracted characteristic terms as single
words or two-word terms matching the part-of-speech
patterns JJ-NN* or NN*-NN* for which the ratio of the
language model probabilities pESG/pnonESG > 5.0.
This list includes terms concerning a range of ESG
aspects, including the environment (greenhouse gas,
meteorological parameters, ambient temperature), so-
cial issues (female, women, gender pay, human rights,
young people, mental health) and overall standards and
reporting concepts (ethical standard, zero harm, cul-
tural fit, diversity policy). This list contains 109 single-
word and 233 two-word terms.

Term selection We combined these lists to give 440
candidate ESG-related terms of length 1 to 3 words.
We randomly shuffled this list, and 4 annotators with fi-
nance expertise were independently asked to label each
as to whether it was likely to be a representative ESG
term, and if so to categorize it according to a 6-way

4https://www.nltk.org/api/nltk.lm.html

10



1SC social capital
2HC human capital
3BMI business model & innovation
4LG leadership & governance
5E environment
6ESG environmental social governance

Table 2: ESG category labels, derived from the SASB
Conceptual Framework (SASB, 2017)

schema shown in Table 2. The schema consists of the
5 sub-areas of ESG defined by the SASB conceptual
framework (SASB, 2017), together with a sixth general
category for terms that could not be categorized under
any of those 5.
Inter-annotator agreement over the entire list of candi-
date terms was reasonable, with overall average pair-
wise Cohen’s kappa 0.50 (minimum 0.32, maximum
0.60). Of the 440 candidate terms, 311 were given a la-
bel by at least one annotator, but only 93 were given a
label by all four annotators (i.e. unanimously agreed to
be representative ESG terms). We take these 93 terms
as our term list for analysis. Over this set, agreement on
the ESG category labels was good, with average pair-
wise Cohen’s kappa 0.71 (minimum 0.63, maximum
0.78). We take the most frequently assigned label as
the gold-standard ESG category for each term. The fi-
nal term list is available publicly at osf.io/rqgp4.

3. Language modelling analysis
After text pre-processing, we build a language model
for each year in our dataset for word ngrams length
1-4, using maximum likelihood estimation (again us-
ing NLTK’s standard language modelling tools). This
allows us to perform comparison across years of the
probabilities of occurrence of 1-to-4-word terms, and
of the most likely context following occurrences of
those terms. To find terms which have changed most
in their probability of use, we find the gradient over
time: taking the probability of use of a term over time,
we apply standard zero-mean/unit-variance scaling, fit
a simple linear regression model and extract the first
coefficient. We also do the same for the mean proba-
bilities over the set of terms for each ESG category.

ESG categories We find that overall, ESG terms are
becoming more likely in company reports over time, in
particular since 2015/2016 annual reports: for all the 6
ESG categories, gradients are positive - see Figure 1.
However, there are significant differences in the gra-
dients, with some categories growing faster than oth-
ers. The fastest-growing is 2HC human capital, fol-
lowed by 5E environment and 3BMI business model;
the slowest-growing are 1SC social capital and the gen-
eral/other category 6ESG.

ESG terms Individual ESG terms, on the other hand,
vary widely. Some are increasing noticeably in proba-
bility, and the 10 most increasing terms include terms

Figure 1: Average probability of mention of ESG term
categories over time

from all 5 of our main ESG categories: in 1SC, hu-
man rights; in 2HC, talent, wellbeing, pay gap, gen-
der pay; in 3BMI, innovation; in 4LG, ethical, gover-
nance framework; in 5E, climate change, renewable.
Figure 2 shows these 10 most increasing terms. Simi-
lar to the findings related to ESG categories, terms as-
sociated with 2HC human capital exhibit some of the
strongest growth in probability after 2015/2016. It also
seems that the driver in the growth of 5E environment
category is mostly related to the term renewable.

Figure 2: Probability of mention of 10 most increasing
ESG term categories over time

Many other terms, though, are increasing more slowly,
and some are decreasing in probability. Figure 3 shows
the 10 most decreasing terms: compensation, corpo-
rate responsibility, environmental management, waste
management, pension plan, water treatment, human re-
sources, emission control, compliance committee, busi-
ness ethics. Again, most categories are represented
(with the exception of 1SC, social capital), but the na-
ture of the terms is different. In 2HC (human capi-
tal), the emphasis now seems less on equality (pay gap,
gender pay) and on individuals (talent, wellbeing) and
more on general issues (human resources) and on fi-
nancial aspects (compensation, pension plan). In 5E
(environment), the emphasis now seems less on spe-
cific issues and more on policies and compliance. This
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Figure 3: Probability of mention of 10 most decreasing
ESG term categories over time

therefore seems to have potential to reveal some finer-
grained changes over time in the discussion of ESG
and the emphasis placed on certain aspects; however,
it seems likely that our 6 general ESG categories —
and therefore taxonomies such as the SASB Concep-
tual Framework from which they were taken — may
not be fine-grained enough to analyse this quantita-
tively, and could benefit from more detailed subcate-
gorization to allow direct analysis.

4. Contextual analysis
Given this, we next turn to look at whether these terms
have changed in usage over time, as well as frequency:
changing likelihood of use of a term may simply in-
dicate a straightforward change in its frequency of use
in reporting, but may also be associated with changes
in the context of its use, as it becomes used in differ-
ent ways or with different emphases. One possible way
to examine this is again through language modelling,
by inspecting changes in the most likely continuations
predicted by a language model after observing a term.5

However, for the terms of interest here, we find few dif-
ferences: likely continuations are dominated by syntac-
tic dependencies and end-of-sentence predictions.
Instead, we applied a distributional method used in our
previous work to examine diachronic changes in word
usage (Montariol et al., 2021). For each word, we gen-
erate a set of contextual word embeddings using BERT
(Devlin et al., 2019), summing over sub-word tokens
where required. These vector representations are then
clustered using k-means (taking the clusters to approx-
imate fine-grained word senses), and the resulting clus-
ter distributions compared across years. We measure
distance between distributions using Jensen-Shannon
divergence (JSD) (Lin, 1991), and take this as a mea-
sure of the relative degree of usage shift.

Overall degree of change This allows us to rank our
ESG terms by their degree of usage shift over time.

5Manual analysis and coding may allow deeper insights in
future when time allows, see e.g. (Burgers and Ahrens, 2018).

The most changing terms (those with the biggest over-
all distance between distributions from 2012 to 2019)
include many terms whose likelihood increased most
in the analysis of the previous section (e.g. wellbe-
ing, talent); as well as other terms with only mod-
erate likelihood increase (e.g. pollution, greenhouse
gas). Interestingly, though, some of the terms whose
usage changed least (those with the smallest overall
distance from 2012 to 2019) also include terms whose
likelihood increased sharply (e.g. innovation, human
rights). Figure 4 shows how JSD varies across time
for some selected terms which show high degrees of
usage change (wellbeing, talent, pollution, greenhouse
gas) together with some which show low change (en-
vironmental, innovation). Erratic and significant year-
to-year changes for individual terms might be idiosyn-
cratic. For example, a significant increase for the term
pollution between 2013 and 2015 might be related to
a particular industry and/or single major environmental
disaster. The usage of the term innovation changed by
a factor of 10 less than the usage of the term wellbeing;
although the likelihood increase (probability gradient)
of innovation was 50% higher than that of wellbeing.

Figure 4: Jensen-Shannon divergences between adja-
cent year pairs over time, for selected high-change and
low-change terms

Cluster analysis For terms which show high usage
change, this raises the question of in what ways the
usage has changed. A full investigation must be ap-
proached qualitatively, in order to understand what
themes are emerging or being reduced; but we can gain
some insight by examining which of the sense clus-
ters become more or less frequent. Figure 5 shows the
cluster distributions (proportions of sentences assigned
to each cluster by k-means) over time for two high-
change terms (talent, wellbeing) and two low-change
terms (environmental, innovation). For each cluster,
we show a set of representative keywords: these are
extracted by finding those with the highest tf-idf score
when considering a cluster as a single document and
all clusters as a corpus, while excluding stopwords and
words appearing in over 80% of clusters.
Taking one example, we can inspect the term wellbe-
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(a) talent (b) wellbeing

(c) environmental (d) innovation

Figure 5: Cluster distributions over time for four selected ESG terms: (a),(b) show two terms whose distributions
change most, and (c),(d) show two terms whose distributions change least

ing (Figure 5(b)), and see that sense cluster 3 decreases
noticeably in likelihood over time, while clusters 0 and
2 increase. The extracted keywords themselves give
some limited insight into the differences: the increas-
ing clusters 0 and 2 include keywords relating to diver-
sity, community and financial wellbeing; however there
is also a significant amount of overlap, with employee
wellbeing and employee health seemingly covered in
both increasing and decreasing senses. Manual inspec-
tion of sentences assigned to particular clusters gives
some more insight, with sense cluster 3 (decreasing)
seeming to be more focused on general statements of
values, while clusters 0 and 2 (increasing) are more
specific. Cluster 0 contains a high proportion of con-
crete statements of past actions, while cluster 2 con-
tains more focused statements about health and finan-
cial aspects of wellbeing. Table 3 shows some (manu-
ally chosen) examples.
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0 Health and wellbeing: During the year, the Committee reviewed the significant amount of work
being undertaken across the Group as we continue to promote, support and deliver a multitude of
health and wellbeing activities for employees, comprising a mix of physical, mental and occupational
services.

0 As a Board, we are satisfied that there is no complacency in the business with regards to health and
safety but we will continue to challenge the leadership team to maintain a constant focus on the
safety of our colleagues and customers and their health and wellbeing, particularly in areas where
some risk inevitably arises such as driving within our predominantly route based businesses, and
working at height.

0 As a result, over 90% of leaders feel that they are comfortable having conversations about mental
health with their team peers and managers, know about and are comfortable signposting colleagues
to the resources available to them • 4,000 colleagues have taken advantage of the free access to
Headspace offered, collectively completing over 66,000 sessions since launch Physical wellbeing
• 8% of colleagues have taken advantage of our discounted fitness proposition which launched in
2018, and they’ve certainly been active, clocking up over 31,000 gym visits, and the equivalent of
970 days worth of exercise!

0 The year also saw us launch a Wellbeing Programme encouraging open dialogue through monthly
presentations on a range of health topics including healthy eating, drugs awareness, emotional well-
being and cancer; making sure our people are aware of additional supporting information and the
free health and wellness resources available such as flu jabs, eye tests and general physical wellbeing
checks.

2 Health and wellbeing initiatives have been selected locally and include well person clinics, office
fruit baskets and exercise classes.

2 We have health and wellbeing champions across the business globally and this year they have organ-
ised and promoted a range of health and wellbeing activities in our offices, from informative briefing
sessions on healthy living through to massage sessions.

2 Nearly four in five employees believe that [ANON] values their health and wellbeing, up nine per-
centage points in 2017 alone following the launch of a highly successful Health and Wellbeing
programme.

2 Financial and health wellbeing is top of employer agendas and we continue to support them and
their employees with further development of [ANON] Wellbeing, a set of services aimed at helping
employers build healthier, happier and more productive workforces.

3 By inspiring and enabling people to never stop growing and take charge of their wellbeing Unlock
capacity for growth

3 Our purpose statement, which was developed in partnership with colleagues from across the busi-
ness is to be the local partner taking care of journeys that enhance the lives and wellbeing of our
communities across the world.

3 Cultivating community spirit and wellbeing in [ANON] Middle-East with [ANON] Sports.
3 The wellbeing of everyone who interacts with our business is a top priority for [ANON].
3 Our beautiful homes, passionate people and excellent wellbeing services set the scene for the cre-

ation our communities.
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Abstract 

By examination of the high-frequency nouns, verbs, and keywords, the present study probes into the similarities and 
differences of corporate images represented in Corporate Social Responsibility (CSR) reports of China Mobile and Vodafone. 
The results suggest that: 1) both China Mobile and Vodafone prefer using some positive words, like improve, support and 
service to shape a positive, approachable and easy-going corporate image, and an image of prioritizing the environmental 
sustainability and the well-being of people; 2) CSR reports of China Mobile contain the keywords poverty and alleviation, 
which means China Mobile is pragmatic, collaborative and active to assume the responsibility for social events; 3) CSR reports 
of Vodafone contain keywords like privacy, women and global as well as some other countries, which shows Vodafone is 
enterprising, globalized and attentive to the development of women; 4) these differences might be related to the ideology and 
social culture of Chinese and British companies. This study may contribute to understanding the function of CSR report and 
offer helpful implications for broadening the research of corporate image. 

Keywords: Corporate Social Responsibility reports, corporate image, discourse analysis, corpus 

1. Introduction 

Started in western countries, the construction of 
corporate image has a history of more than 100 years. 
As the world’s second largest economy, China has 
deeply integrated into the international capital market, 
and the corporate image has played a significant part 
in shaping the international image to compete with the 
foreign companies in international market (Hu et al., 
2019). With the increasingly living pace of society, 
corporate image is of great significance to the 
development of a company. A good corporate image 
can leave a good impression on its stakeholders, thus 
helping the company to build a firm relationship with 
its stakeholders and then gain more profits. 
Corporate image refers to the overall impression 
formed by the corporate as an entity in the minds of 
the public (Mou and Wu, 2021), which is also an 
important part of national image, because Chinese 
companies shoulder the important responsibility of 
“going global” of Chinese culture and shaping the 
national image (Hao, 2021). In recent years, more and 
more attention has been paid by Chinese enterprises 
and scholars to corporate images. Whereas, most of 
the studies focused only on companies’ profiles and 
news, few of them studied corporate image 
represented in Corporate Social Responsibility (CSR) 
reports.  
CSR report is voluntarily released by enterprises 
according to their own needs, mainly displaying and 
publicizing the non-profit social responsibilities or 
obligations performed by enterprises to society and the 
public (Che and Li, 2021). So, from the CSR report, 
people can get more information and make an 

appraisal of the company. In this way, CSR reports 
gradually become one of the important ways for 
enterprises to shape and improve their corporate 
images.  
In the past decade, with continuous emphasis on social 
responsibility from all walks of life, scholars from 
different disciplines have conducted multi-angle 
analyses of CSR reports in various industries (Hao, 
2021) (like automobile, oil, or logistics). However, 
there is a lack of research into the telecommunications 
industry. In light of this, we are going to analyze two 
telecommunication companies, China Mobile Limited 
and Vodafone Group, so as to conduct a comparative 
analysis of Chinese and British companies’ corporate 
image.  
Based on the critical discourse analysis by Fairclough 
and corpus-based analysis, the present study aims to 
probe the linguistic features and corporate images 
represented in China Mobile’s and Vodafone’s CSR 
reports and explore the similarities and differences in 
using the vocabulary to present their corporate images. 
To some extent, this study is significant to 
stakeholders and companies. Not only can it help them 
to understand and take use of the information in CSR 
reports, it can also help domestic companies expand 
abroad wisely and efficiently. Analyzing the 
characteristics of Chinese and British CSR reports will 
also be helpful for writers and translators of CSR 
reports.  

2. Literature Review 

2.1 Corporate Image from the View of 

“Constructing by Others” 
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A news report on a company is one of the resources 
for researching its corporate image. Some research 
adopted the corpus-assisted discourse study as method, 
which avoided some subjective factors and 
complicated data collecting and processing procedures. 
Zhao (2021) worked on news about China’s Anbang 
Insurance Group’s acquisition of Starwood from China 
Daily and The New York Times. It showed that 
western news tended to present a negative image of 
Chinese companies, which was avaricious and 
threatening. Zuo (2019) chose 2009-2016 and 
2017-2019 these two periods of reports on Huawei 
company from American mainstream media, including 
The New York Times, Washington Post and so on, to 
conduct comparative research. The findings were that, 
as a representative of the country’s scientific and 
technological strength, Huawei has been boycotted by 
the United States, and negative reports on Huawei 
have also increased.  
Questionnaire and interview are ways to collect 
appraisals from individuals, organizes, etc. The two 
ways can directly get the participants’ evaluation of 
the company, but they may be subjective and complex. 
Streimikiene et al. (2020) conducted a questionnaire 
on 400 adults in the budget airline sector in Lithuania. 
It found that CSR in the budget airline sector was 
important for the Lithuanian customers. Nguyen and 
Leblanc (2001) interviewed consumers from three 
service industries: namely 222 consumers in retail 
services, 171 in telecommunications services and 395 
in educational services to survey the relationships 
between corporate image, corporate reputation and 
customer loyalty. Compared with Streimikiene et al. 
(2020), the questionnaire conducted by Nguyen and 
Leblanc was quite representative, for its plentiful 
subjects and wide range of investigation. Mostafa et al. 
(2015), however, explored direct and indirect reasons 
that contribute to corporate image formation in a 
service recovery context. It mainly analyzed the 
complaints in interviews and mails from customers 
and revealed the importance of perceived justice in 
corporate image formation, which also provided a new 
perspective to research the corporate image.  

2.2 Corporate Image from the View of 

“Personal Cultivation” 

Apart from the research on corporate image from the 
point of “constructing by others”, numerous 
researchers also devoted themselves to the “personal 
cultivation” of the corporate image, which refers to the 
company image created by an enterprise or its 
employees through language, pictures, or their specific 
behaviors. 
Company profile is a means of publicity for the 
company, and the way a company introduces itself to 
the outside world (Li and Xu, 2021). Li and Xu (2021) 
collected company profiles of companies that were in 
the list of China’s top 500 companies published in 
Fortune magazine in 2019, excluding companies 
without English company profiles. And the selected 
enterprises covered a wide range, including internet 
service, real estate, medicine and so on. Its range is 
quite wide that might ignore personalities. Therefore, 

this study focuses on two companies in one industry. 
Xu and Zi (2020) also surveyed the company profile, 
selecting the Chinese and British company profiles of 
100 listed companies and building a Chinese-English 
Parallel of Corporate Introduction to investigate the 
hidden corporate image constructing strategies in the 
English translation of the corporate publicity. Its 
comparative corpus is beneficial to enrich the content 
of Chinese image research and deepen the connotation 
of Chinese image research.  
With the development of network platforms, the main 
carrier of corporate communication in China has 
changed from traditional media to network media with 
a high degree of multi-modality and strong interaction 
(Deng and Feng, 2021). Many companies make use of 
network media, like WeChat posts, websites, etc. to 
expand their influence. In the light of the increasing 
network, many scholars put their eye on research on 
hypertexts. Deng and Feng (2021) analyzed 90 
WeChat posts of Catering companies during the 
COVID-19 outbreak (January 25 to February 25, 
2020). It indicated that these companies assume the 
responsibility to ensure health and safety, popularize 
public epidemic prevention knowledge and convey 
positive attitudes, shaping a corporate image of caring 
for the public and giving back to the society. 
Meanwhile, Mou and Wu (2021) focused on the 
hypertexts of companies. It followed the time and 
provided other researchers a new perspective to 
research the corporate image. Nevertheless, it only 
made suggestions to improve hypertexts of companies 
from the discourse features of hypertext, not analyzed 
the existing hypertext, which may lose the readability 
and credibility. 

2.3 Corporate Image Represented in CSR 

reports 

Corporate Social Responsibility report usually 
introduces its company’s sustainable strategies, 
policies, management, and revenues through three 
aspects: economy, society, and environment to 
indirectly communicate with stakeholders. And in the 
past few decades, CSR report has attracted increasing 
interest of many scholars and institutions around the 
world. Wu and Habek (2021) noted the trends in CSR 
reporting practices of Chinese listed companies. 
Britzelmaier et al. (2012) pointed out the most 
important trends and aspects of CSR reporting in 
China, and given some suggestions to enhance the 
receptivity of the stakeholders and the usefulness of 
the CSR report. Lock and Seele (2016) also researched 
the credibility of CSR reports, but it is an empirical 
study. It analyzed 237 CSR reports from 11 European 
countries. 
CSR report with high credibility can shape a positive 
and reliable corporate image. Apart from the research 
on credibility of the CSR report, many scholars shone 
lights on the language of the CSR report to analyze the 
implicit corporate image. Ika et al. (2021) researched 
CSR reports of 12 agriculture companies listed on the 
Indonesia Stock Exchange (IDX) by using the content 
analysis. Results indicated that size positively 
influence CSR report in the agriculture industry, which 
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means the larger the firm, the more resources available 
for the firm to do CSR activities. 
Xia and Xu (2020), based on systemic functional 
linguistics, conducted an eco-discourse analysis of 
CSR reports of Geely and Diamler. It mainly analyzed 
the unmarked themes like “WE” “Geely” or “Diamler” 
and the word “EMISSION” in these two companies’ 
CSR reports. However, Hu and Sheng (2020) studied a 
wide range of the linguistics in CSR reports of Huawei, 
BT and Telstra, such as high-frequency nouns and 
verbs, keywords and their collocates. Similar to Hu 
and Sheng (2020), Hao (2021) also analyzed language 
in CSR reports of two logistic company, Sinotrans 
Limited and FedEx Corporate.  
The above studies analyzed the CSR reports from 
discourse perspectives, promoting the progress of 
research related to different disciplines, and disclosing 
the corporate image shaped by companies in multiple 
industries through CSR reports. However, 
telecommunication industry hasn’t been studied yet. 
Therefore, the study will analyze the characteristics of 
language in CSR reports of China Mobile Limited and 
Vodafone Group, aiming to underline the similarities 
and differences in two companies’ images. 

3. Methodology 

3.1 Research Questions 

We intend to answer the following three questions: 
1) What corporate images are represented in CSR 

reports of China Mobile and Vodafone? 
2) What are the similarities and differences between 

the corporate image of Chinese and British 
telecommunication companies on CSR reports? 

3) What are the underlying reasons of different 
corporate images represented in CSR reports of 
China Mobile and Vodafone? 

3.2 Corpus 

The two companies’ English version of CSR reports 
were downloaded from their official websites, and 10 
CSR reports from 2011~2020 as data to establish two 
small sub-corpora of China Mobile and Vodafone 
respectively. Their main features are summarized in 
Table 1. 

Corporate  Period  
No. of 

Text 
Tokens 

Total 

Tokens 

China Mobile 2011~2020 10 291,668 

721,236 
Vodafone 2011~2020 10 429,568 

Table 1: Corpus description  

It can be seen that 721,236 tokens are in these twenty 
CSR reports, which is too large to be analyzed by hand, 
so we applied the corpus tool AntConc for data 
analysis. The above data were selected as following 
reasons: Firstly, both China Mobile and Vodafone are 
influential telecommunication companies around the 
world. In 2021, there are 16 telecommunication 
companies in the Fortune 500. China Mobile is a 
Chinese company and ranks high in the list of the 

Fortune 500. And Vodafone, a telecommunication 
company of the United Kingdom, is one of the biggest 
telecommunication companies in the world. Hence, 
selecting the two companies is conducive to studying 
the impact of business ability and cultural differences 
on corporate image under the similar capacity and 
different social systems. Secondly, the two 
sub-corpora have relatively ideal comparability. A time 
span of 10 years is sufficiently large for analysis. The 
two companies’ CSR reports are all used to introduce 
the companies’ sustainable development strategy, 
annual performance and policies. 

3.3 Analytical Framework  

Based on Fairclough’s (1992) Critical Discourse 
Analysis (CDA) theory, this thesis aims to analyze the 
image of China Mobile and Vodafone on the basis of a 
comparative analysis of the linguistic characteristics of 
these two companies’ CSR reports. 
CDA stems from Critical Linguistics, which is an 
analytical method of researching discourse from the 
perspective of criticism (Wang and Yang, 2008). 
Fairclough (1992) drew together language analysis and 
social theory upon a combination of more 
social-theoretical sense of discourse with the textual 
and interactive sense in linguistically-oriented 
discourse analysis. Hence, he created a 
three-dimensional discourse analysis framework that 
includes the text dimension, concerning to language 
analysis of texts; the discursive practice dimension, 
specifying the nature of the processes of text 
production and interpretation; the social practice 
dimension, attending to issues of concern in social 
analysis. 
In fact, as far as Hu and Sheng (2020) were concerned, 
discourse and social culture contain and interact with 
one another. On the one hand, the use of language has 
an impact on the reproduction or renewal of social 
culture, which includes ideology, that is the power of 
discourse. On the other hand, discourse itself 
constitutes social culture, because it not only describes 
the world, but also constructs social relations and 
identities. As a consequence, we tend to analyze CSR 
reports from the points of text, discursive practice and 
social practice. 

3.4 Research Procedure 

 

 

 

 

Figure 1: Research structure diagram of the study 

Figure 1 above is an overview of the research 
procedure, and the details are described as follows. 
Firstly, the PDF files of these two companies’ CSR 
reports were collected. Secondly, those PDF files were 
transformed to txt format in order to be easily 
analyzed by AntConc. Thirdly, after text collection and 

17



 

text format conversion, AntConc will be employed to 
carry out text descriptive analysis. The specific 
processes are: (1) adopting “word list” in AntConc to 
attain the table of high-frequency nouns and verbs; (2) 
making a comparison between China Mobile and 
Vodafone through “keywords”. 
Then we intend to analyze the discursive practice of 
China Mobile and Vodafone CSR reports, explaining 
the processes of text production interpretation, and the 
relationship between the text and the discursive 
practice. The comparison of these two companies’ 
image represented in CSR reports would be conducted. 
The relationship between the two companies’ CSR 
reports and social culture and ideology behind the 
corporate image would also be explored. 

4. Results and Discussion 

4.1 Text Analysis of CSR Reports 

Text analysis can be organized under four main 
headings: “vocabulary”, “grammar”, “cohesion”, and 
“text structure” (Fairclough, 1992). The “vocabulary” 
is mainly analyzed, while other three parts will be 
partially included. As such, we will extract the words 
in CSR reports of China Mobile and Vodafone to 
generate two pictures of word cloud (figure 2)， which 
give an overview of situation of vocabulary in two 
companies’ CSR reports. China Mobile and Vodafone 
are excluded, because they are normal words in these 
CSR reports and are not very important in this process. 

 

Figure 2: Word cloud of China Mobile 

 

Figure 3: Word cloud of Vodafone 

The Figure 2 shows that words, like service, employee, 
manage, inform, custom, company, system, develop, 
are extensively used in CSR reports of China Mobile. 
From Figure 3, while besides those words in China 

Mobile, it can be seen that CSR reports of Vodafone 
highly used market, report, busy, use, emission, 
supplier, energy, etc. This may be related to the global 
strategy implemented by Vodafone. Also, from the 
word clouds, it shows that both China Mobile and 
Vodafone frequently apply content words to reveal the 
things that they concerned. Hence, in the next section, 
the content words, like verbs and nouns, are analyzed 
to find out the behavioral characteristics of China 
Mobile and Vodafone. 

4.1.1 Behavioral Characteristics Presented 

in Content Words 

Usually, high-frequency content words reflect the 
work or problems concerned by the speaking subject, 
describe the actions taken by the speaking subject, and 
involve what the speaking subject thinks, says and 
does, hence being directly applied to shape the image 
of the speaking subject (Hu and Sheng, 2020). In this 
way, the article mainly studies the verbs and nouns to 
find out the behavioral characteristics of China Mobile 
and Vodafone.  

4.1.1.1 High-frequency Verbs 

As Fairclough (1992) put it, the word can happen 
differently in different times and places and for 
different groups of people. Therefore, the table only 
picks words with higher frequency and removes other 
forms of the same word with lower frequency for they 
actually represent the same action but actions in 
different condition. In the meantime, to look for 
representative actions of two companies, the table 
collected the top 20 high-frequent verbs to analyze 
their log-likelihood ratio and significance. And the 
standardized frequency is calculated as the following 
formula: 

 
In the meantime, the same top 20 high-frequency 
verbs are selected out, and then the rest top 20 
high-frequency verbs of China Mobile and Vodafone 
are compared with the corresponding words in China 
Mobile or Vodafone respectively. The reason for this is 
to analyze their log-likelihood ratio and significance. 
Thereupon, a word table of two corpora through 
AntConc is created, while the sequence of the table is 
in the order of log-likelihood ratios. The specific 
information is shown in Table 2. 
As we can see from Table 2, in China Mobile CSR 
reports, there exist some high frequent verbs like have, 
use, support, improve, help, provide, etc., are the same 
words as some high frequent verbs in Vodafone CSR 
reports. While among these words, the words have, 
support, use, help, etc., have strong statistical 
significance(p<0.001), and there is non-significance in 
words improve, provide, waste, need (p>0.05). Hence, 
by analyzing these words with non-significance, we 
find that they are positive words, which indicates that 
the two enterprises have made great efforts to present 
a positive image of willing to offer services and help 
to the public and their employees.  
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No. 
High-frequency 

Verbs 

China Mobile Vodafone 
Log-likelihood 

Ratio 
P Raw 

Freq. 
Normalized 

Freq. 
Raw 

Freq. 
Normalized 

Freq. 

1 see 62 2.13 544 12.66 275.93  0.000*** 
2 operate 20 0.69 284 6.61 183.04  0.000*** 
3 built 164 5.62 37 1.27 143.34  0.000*** 
4 focus 77 2.64 410 9.54 139.16  0.000*** 
5 include 44 1.51 304 7.08 130.56  0.000*** 
6 use 327 11.21 956 22.25 126.35  0.000*** 
7 support 619 21.22 467 10.87 120.64  0.000*** 
8 promote 284 9.74 141 4.83 120.26  0.000*** 
9 have 875 30 1984 46.19 118.78  0.000*** 

10 carried  153 5.25 50 1.71 102.21  0.000*** 
11 launched 284 9.74 164 5.62 95.68  0.000*** 
12 believe 25 0.86 197 4.59 93.17  0.000*** 
13 ensure 186 6.38 551 12.83 75.13  0.000*** 
14 manage 57 1.95 255 5.94 70.80  0.000*** 
15 enable 51 1.75 234 5.45 67.07  0.000*** 
16 implemented 165 5.66 89 3.05 61.98  0.000*** 
17 reduce 151 5.18 427 9.94 51.99  0.000*** 
18 developed 280 9.6 216 7.41 51.53  0.000*** 
19 help 275 9.43 635 14.78 40.90  0.000*** 
20 monitoring 199 6.82 152 5.21 37.58  0.000*** 
21 made 197 6.75 157 5.38 33.20  0.000*** 
22 continued 162 5.55 140 4.8 21.37  0.000*** 
23 increase 112 3.84 270 6.29 20.41  0.000*** 
24 related 160 5.49 318 10.9 9.85  0.002** 
25 needs 178 6.1 301 7.01 2.16  0.14 
26 provide 320 10.97 426 9.92 1.86  0.17 
27 waste 182 6.24 276 6.43 0.09  0.76 
28 improve 346 11.86 508 11.83 0.00  0.96 

Table 2: High-frequency Verbs Comparison

Although China Mobile and Vodafone have some 
same high frequent verbs, the collocates of these verbs 
are different. Take the verb “improve” as an example, 
making “improve” as a retrieval item and putting it in 
the “Concordance” in AntConc, we can get some 
concordance lines shown in (1), and (2), which shows 
that customer, management and network are highly 
collocated with “improve” in China Mobile CSR 
reports, while in Vodafone CSR reports, energy, 
people and efficiency are always appeared to the right 
of “improve” (partial concordance lines are displayed 
in No. 3 to 4). Thereupon, China Mobile tends to pay 
attention to the process, but Vodafone takes high 
priority to the results. 
(1) We then established company-wide benchmarks 
of best practice in 3 areas including problem solving, 
management process and support mechanism in order 
to improve network quality. (China Mobile, 2011) 
(2) We conduct company-wide customer satisfaction 
survey, collecting over 300,000 samples nationwide 
each year and using the survey data to evaluate the 
business performance of provincial subsidiaries as 
well as improve our customer satisfaction. (China 
Mobile, 2014) 
(3) The push to improve energy efficiency across 
our networks is a fantastic opportunity to cut our 
carbon footprint and reduce costs. (Vodafone, 2012) 
(4) We will innovate to improve access to finance, 
education and healthcare; improve efficiency in 

agriculture and working; and deliver low carbon 
solutions. (Vodafone, 2013) 
Also, different from Vodafone CSR reports, launched, 
promote, developed etc. are mostly shown in China 
Mobile CSR reports. These words are grouped with 
the subjects we, Mobile or mobile, adjuncts internal, 
remote, jointly, actively, etc. and objects system(s), 
mechanism (see concordance lines in No. 5 to 6). And 
in Vodafone CSR reports, reduce, focus, set, operate 
and so on present highly. They always appear with 
network, information, digital, chains, global, energy, 
emissions, carbon and so on (see some concordance 
lines in 7 to 8). From this, the findings are that China 
Mobile lays emphasis both on internal and external 
development, cooperation and management, while 
Vodafone focuses on the development of products, 
services and environment.  
(5) We have actively launched dedicated 
programmes focusing on the protection of the rights of 
our female employees. (China Mobile, 2012) 
(6) We actively developed information technologies 
and devices which can execute fire positioning and 
real-time monitoring and directing to enhance forest 
security. (China Mobile, 2011) 
(7) Our Carbon Connections study established the 
potential for mobile to improve business efficiency 
and reduce carbon emissions, identifying 
opportunities that could cut carbon emissions by 113 
megatonnes by 2020 in Europe alone. (Vodafone, 
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2011) 
(8) We operate a global information governance 
system that enables us to track the flow of customer 
data and ensure we apply appropriate governance and 
legal processes. (Vodafone, 2013) 
Therefore, the corporate image of China Mobile is 
pragmatic, collaborative, and positive. Vodafone’s 
corporate image is enterprising and sustainable. 

4.1.1.2 High-frequency Nouns 

Compared with verbs, nouns mainly indicate the 
things companies concerned about. Therefore, taking 

the same process as previous step, some controversial 
words with double part of speech were excluded, such 
as control, approach, work etc., and the rest top 20 
high-frequency nouns were selected because they 
present the central point of two companies, which can 
be more representative.  
The same top 20 high-frequency nouns are selected 
out, and the rest high-frequency nouns of China 
Mobile and Vodafone are compared with the 
corresponding words in China Mobile or Vodafone. 
See the details on Table 3. 

 

No. 

 China Mobile Vodafone   

High-frequency 

Nouns 

Raw 

Freq. 

Normalized 

Freq. 

Raw 

Freq. 

Normalized 

Freq. 

Log-likelihood 

Ratio 
P 

1 China 2522 86.47 20 0.47 4353.67 0.000*** 
2 Company 962 32.98 38 0.88 1458.21 0.000*** 
3 markets 26 0.89 1092 25.42 931.82 0.000*** 
4 system 894 30.65 160 3.72 886.95 0.000*** 
5 Mobile 2174 74.54 1165 27.12 824.72 0.000*** 
6 development 967 33.15 292 6.8 689.82 0.000*** 
7 women 12 0.41 681 15.85 606.36 0.000*** 
8 poverty 456 15.63 39 0.91 593.06 0.000*** 
9 platform 497 17.04 106 2.47 449.05 0.000*** 

10 management 1308 44.85 761 17.72 435.18 0.000*** 
11 countries 81 2.78 670 15.6 327.34 0.000*** 
12 emissions 222 7.61 1050 24.44 312.31 0.000*** 
13 consumption 506 17.35 248 5.77 218.06 0.000*** 
14 people 286 9.81 996 23.19 189.14 0.000*** 
15 information 1118 38.33 905 21.07 180.28 0.000*** 
16 safety 287 9.84 974 22.67 176.41 0.000*** 
17 suppliers 396 13.58 1189 27.68 167.23 0.000*** 
18 health 214 7.34 727 16.92 131.92 0.000*** 
19 level 445 15.26 297 6.91 114.65 0.000*** 
20 network 712 24.41 619 14.41 92.08 0.000*** 
21 Group 384 13.17 964 22.44 83.54 0.000*** 
22 business 490 16.8 1142 26.58 76.24 0.000*** 
23 areas 451 15.46 372 8.66 68.83 0.000*** 
24 industry 446 15.29 382 8.89 60.57 0.000*** 
25 technology 286 9.81 710 16.53 59.32 0.000*** 
26 data 566 19.41 1077 25.07 24.94 0.000*** 
27 service 866 29.69 1035 24.09 20.41 0.000*** 
28 employees 1037 35.55 1283 29.87 17.29 0.000*** 
29 customers 577 19.78 1050 24.44 16.98 0.000*** 
30 energy 691 23.69 985 22.93 0.43 0.51 
31 Vodafone 0 0 3491 81.27 ### ### 

Table 3: High-frequency Noun Comparison  

From Table 3, we can know that employees, service(s), 
energy, data, information, business, customers and 
management appear in these two CSR reports. Among 
these words, only one word energy in two companies’ 
CSR reports lacks significance (p>0.05). Other words, 
like employees, data, information, etc., reach the 
statistical significance (p<0.001). However, though 
employees, service(s), customers, work, and data have 
statistical significance, their log-likelihood ratios are 
quite low, which indicates that China Mobile and 
Vodafone tend to use these words in their CSR reports. 
Therefore, we can draw the conclusion that both two 
companies attach importance to employees, services, 
business and so on, which is similar to the result of the 
research on Huawei company’s image (Hu and Sheng, 

2020). This is because CSR report emphasizes a 
company’s progress of social responsibility obtained 
during a year. The differences are as follows. 
Though the two companies have the same high 
frequent nouns, employees, information, management, 
and energy in China Mobile CSR reports are used 
more frequent than the words in Vodafone, which can 
be seen from the normalized frequency, vice versa. 
Furthermore, we find that “employees” highly 
collocates with encourage, protect, and help; 
“information” is in line with security; “management” 
is presented with, environmental and system; and 
“energy” highly appears with saving, conservation, 
reduce and consumption (see details from No. 9 to 11). 
Depending on this, we can know that China Mobile 
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pays close attention to the development of employees, 
information safety, and environmental sustainability. 
(9) To improve career development mechanism and 
encourage employees’ development; To care for 
employees’ health and take various measures to help 
employees achieve work-life balance. (China Mobile, 
2011) 
(10) To enhance consumption transparency, protect 
information security and customer privacy and foster 
a healthy consumption environment; (China Mobile, 
2011) 
(11) we have implemented an overarching Green 
Action Plan which focuses on energy conservation and 
emissions reduction to improve our performance in 
environmental management, energy conservation 
and emissions reduction from the perspective of our 
company, supply chain and the society. (China Mobile, 
2012) 
As for Vodafone, the rate of business, data, and 
customers is higher than these words in China Mobile 
CSR reports. Through retrieving, it shows that 
“business” collocates with sustainable, strategy, 
performance, etc.; “data” comes with customer, 
protection, etc.; “customers” presents with female, 
privacy, information, etc. (see details from No. 12 to 
15). The results disclose that Vodafone emphasizes on 
the development of the company, female rights or 
equality and privacy of data and customers. 
(12) We aim to grow our business in a sustainable 
way. (Vodafone, 2012) 
(13) …to the business on the rights and interests of 
Vodafone Germany's customers regarding privacy and 
data protection. (Vodafone, 2014) 
(14) By tailoring our services for women, we aim to 
attract more female customers at the same time as 
bringing the benefits of better access to 
telecommunications to them and their families. 
(Vodafone, 2011) 
(15) In realising this ambition, safeguarding 
customers’ privacy and security, and protecting 
younger users from inappropriate content and contact 
online, is increasingly important. (Vodafone, 2011) 
Also, “poverty” specially performs as high-frequent 
nouns in China Mobile CSR reports. Through 
analyzing the concordance lines that contained these 
nouns, the finding is that “poverty” tends to group 
with alleviation, relief, reduction, elimination, stricken 
areas, etc. This underscores that China Mobile 
prioritizes doing its part in solving the social problem. 
And “emissions” and “women” particularly show in 
Vodafone CSR reports. Also, retrieving “emissions” 
and “women” respectively, we can see that 
“emissions” collocates with carbon, gas, reduce, etc.; 
“women” is in line with empower, ensure, enable, 
connect, inspire, etc. Thus, Vodafone is responsible for 
the development of women and environment. 
According to the analysis above, the corporate image 
of China Mobile is responsible for people, society and 
surroundings. Vodafone’s corporate image is putting 
high value on equality, customers and privacy. Both 
China Mobile and Vodafone take environmental 
sustainability seriously. 

4.1.2 Focal Features Presented in Keywords 

Keywords are important words. Scott and Tribble 
(2006) explained keyness as quality words that may 
have in a given text or set of texts, demonstrating that 
they are important, and they reflect what the text is 
really about. While Scott and Bondi (2010) explained 
the words with keyness are prominent in some way in 
a text, and their prominence may lead people to 
perceive the aboutness of the whole text or of certain 
parts of it, and it may assist people to perceive 
something about the style of the text which is different 
from styles of other texts.  
According to the instructions in AntConc, keywords of 
China Mobile’s CSR reports should take Vodafone’s 
CSR reports for reference, vice versa, then compared 
with Vodafone’s CSR reports, words appear more 
frequently in China Mobile’s CSR reports are 
keywords of the CSR reports, and relatively, the 
frequency of the keyword is keyness. The specific 
situation of this keyword list is shown in Table 4. 

 China Mobile CSR Vodafone CSR 

 Keywords Keyness Keywords Keyness 

1 China 4353.67 Vodafone 3617.98 

2 Mobile 3842.64 markets 931.82 

3 Company 1458.21 women 626.07 

4 system 886.95 UK 491.00 

5 Limited 748.02 working 418.27 

6 Management 700.38 India 407.29 

7 development 689.82 see 351.74 

8 poverty 593.06 countries 327.34 

9 Number 560.55 privacy 317.01 

10 CSR 556.08 emissions 312.31 

11 alleviation 487.08 Code 308.80 

12 service 458.19 Africa 298.96 

13 yuan 458.11 tax 298.24 

14 Indicators 452.68 section 286.86 

15 platform 449.05 global 275.56 

16 management 435.18 emerging 274.48 

17 provincial 425.52 country 243.18 

18 communication 419.46 contractors 226.32 

19 construction 415.79 example 213.90 

20 Internet 413.31 Tanzania 213.49 

Table 4: Keywords Comparison 

Table 4 exposes that, the highest keyness of keywords 
are the names of the two companies, China Mobile and 
Vodafone, indicating that corporate image is highly 
respected by these two companies. 
China Mobile’s keywords are China, Mobile, 
Company, alleviation, poverty, system, platform, 
communication, service, etc. Hence, China Mobile 
focuses on social problems like the fight against 
poverty. Vodafone includes the keywords: Vodafone, 
women, markets and so on. This reveals that Vodafone 
assumes more responsibility of women. In particular, 
countries like India, the UK, Africa, Tanzania have 
high keyness. Thus, Vodafone focuses on its 
globalization strategy. 
Above all, China Mobile is people foremost and 
responsible for social issues. And Vodafone is 
internationalized and pays attention to human rights. 

4.2 Discursive Practice Analysis of China 

Mobile and Vodafone CSR Reports 
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As Fairclough (1992) put it, discursive practice 
involves processes of text production, distribution and 
consumption, and the nature of these steps varies 
between different types of discourse according to 
social factors. And since 2006, China Mobile has 
released Chinese and English version of CSR reports 
annually. While Vodafone published the CSR reports 
much earlier in 2000. The reports are prepared in 
accordance with the core option of the GRI (Global 
Reporting Initiative) standards, focusing on the 
information about its economic, social and 
environmental sustainability development.  

4.2.1 Differences in Source of Information 

Fairclough (1992) mentioned that texts have variable 
outcomes of an extra-discursive as well as a discursive 
sort. For example, some texts lead to war or to the 
destruction of nuclear weapons; others to people 
losing or gaining jobs; others change people’s attitudes, 
beliefs or practices. Therefore, take the 2020 English 
version of China Mobile’s CSR report as an instance, 
to increase the credibility of the CSR reports, China 
Mobile collected its data and information from various 
channels, such as the relevant internal data collection 
system and statistical reports of the company (The 
information comes from the page 62 of the 2020 China 
Mobile’s CSR report). In the same way, take 2020 
version of Vodafone’s CSR report as an example, 
unlike China Mobile, Vodafone used an electronic 
collection process (The information comes from the 
page 29 of the 2020 Vodafone’s CSR report). In 
addition, much data of the CSR reports is gathered 
through technology and suppliers, which is in 
accordance with the high-frequency nouns shown in 
the Table 3. Therefore, the applied strategies would 
influence the languages in CSR reports, then have an 
impact on the renderings of the corporate image. 

4.2.2 Differences in Usage of the Cases, 

Pictures and Figures 

In order to illustrate its work on society, economy and 
the environment more clearly and precisely, China 
Mobile wielded large numbers of cases, pictures and 
figures. For example, from page 4 to 11 in China 
Mobile’s CSR report 2020, there are numerous figures, 
5 cases and more than 10 pictures and graphics. This 
supporting information shows the concrete data in a 
direct way, which is easier for readers to get the 
information and understand the achievement that 
China Mobile has obtained, building an image of 
credible and responsible. Nevertheless, Vodafone 
Group applied much less cases and pictures in the 
2020 report than China Mobile CSR report 2020 and 
its previous CSR reports like CSR report in 
2014~2015. The reason may be that Vodafone breaks 
down the content and put the content in dedicated 
reports. 

4.3 Social Practice Analysis of China Mobile 

and Vodafone CSR Reports 

According to Fairclough’s three-dimensional discourse 
analysis framework, social practice analysis under the 
perspective of critical discourse analysis aims to 

unveil the social practice factors influencing the 
production and interpretation of discourse or social 
culture factors including ideology (Hu and Sheng, 
2020). Compared with Vodafone CSR reports during 
2011 to 2020, China Mobile CSR reports are in the 
social practice of poverty eradication. Hence, the high 
frequent vocabularies are poverty, alleviation and so 
on. While Vodafone is under a social culture of human 
rights, individualism, equality as well as 
industrialization. Therewith, their reports have many 
words like privacy, equality, women, technology, etc. 

5. Conclusion 

Owing to the self-built corpora of China Mobile and 
Vodafone, and the appliance of the Fairclough’s 
three-dimensional discourse analysis framework, this 
paper analyzes the corporate image represented in 
these two companies’ CSR reports, finds out the 
similarities and differences among these reports, and 
reveals the implicit ideology factors to the differences. 
The findings manifest the similarities: two companies 
are all sustainable, positive, and human-centered. 
While the differences are that, as a state-owned 
enterprise, China Mobile pays more attention to its 
effort to solving the social problem, poverty; Vodafone 
tends to help women gain equality and has the 
ambition to expand its business. Additionally, through 
social practice analysis, the ideology and social culture 
have an impact on the difference between Chinese and 
foreign companies. 
To sum up, it should be noted that this research, to 
some extent, develops the research of enterprises in 
telecommunication industry, and attributes to the 
external propaganda work of Chinese companies. 
However, some shortcomings should be pointed out: (1) 
the size of corpora is small, thus may lack the 
representativeness; (2) there already existed several 
studies on the vocabulary, hence future research can try 
to extend to the rhetoric or typical sentences. 
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1 Introduction 

The concept of organizational legitimacy is defined 
as “a generalized perception or assumption that the 
actions of an entity are desirable, proper or 
appropriate within some socially constructed 
system of norms, values, beliefs, and definitions” 
(Suchman, 1995, p.275). The carbon-intensive 
sector, particularly the petroleum industry, has a 
potential legitimacy gap because its business 
contributes to environmental impacts. This gap 
might motivate petroleum companies to use a range 
of legitimation strategies. 

Of all types of corporate discourses, Corporate 
Social Responsibility (CSR) reports serve as an 
intriguing discourse for exploring how 
corporations legitimize their environmental 
performance. Due to more discretion in terms of 
content and template, CSR reports can exploit 
various means to construct reality. Therefore, CSR 
reports can provide more clues regarding how 
companies legitimize their business operations 
compared to other corporate documents. This study 
examines how legitimation strategies are used in 
the environmental sections of Corporate Social 
Responsibility (CSR) reports produced by 
petroleum companies to justify their environmental 
practice. 

1.1 The Source Domain of BUILDING as a 
Legitimation Strategy 
Previous studies on the source domain of 
BUILDING focus primarily on its usage in 
political discourse (Ahrens et al., 2021; Charteris-
Black, 2004, 2016; Lu and Ahrens, 2008). Until 
now, few previous studies have investigated how 
the source domain of BUILDING is employed in 
business discourse. As the usage of the source 
domain of BUILDING in business discourse may 
differ from its usage in political discourse, this 
study aims to explore how this domain is used as a 
legitimation strategy to justify the environmental 
practice of petroleum companies in CSR reports. 

Source domains can be useful in creating 
legitimacy because they have been found to be 
effective in persuasion (Charteris-Black, 2005; 
Chilton and Ilyin, 1993; Goatly, 2007; Kövecses, 
2010; Thornborrow, 1993; Van Teeffelen, 1994). 
Charteris-Black (2011) argued that source domains 
could be used to create legitimacy by transferring 
“positive or negative associations of various source 
words to a metaphor target” (p.13). The source 
domain of BUILDING can be used for a 
legitimation purpose because it creates a sense of 
unity towards a socially-valued goal (Atanasova 
and Koteyko, 2017b; Charteris-Black, 2004, 2016). 
In addition, this source domain tends to construct 
an objective as a long-term goal, requiring patience 
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against expectations of instant achievements 
(Charteris-Black, 2004, 2016). The source domain 
of BUILDING can also be employed flexibly in 
promoting various world views. Ahrens et al. (2021) 
observed that the BUILDING source domain was 
used by the British Governors and the HKSAR 
Chief Executives differently in terms of their 
relevant time frames, topics, and references, 
showing the source domain’s utility in representing 
different world views. 

 
1.2 The Source Domain of BUILDING Used as 
Gain and Loss Frames in CSR Reports 
A variety of previous studies have investigated how 
source domains are used to frame climate change 
in different types of discourse (e.g., Atanasova and 
Koteyko, 2017a, 2017b; Romaine, 1996; Shaw and 
Nerlich, 2015). However, little research has been 
conducted to explore how source domains can be 
used as gain and loss frames. 

Gain and loss frames can create legitimacy 
because they can ethically position an issue. The 
concepts of gain and loss frames come from the 
Prospect Theory (Tversky and Kahneman, 1981), 
which argues that people are biased toward risks. 
An alternative action framed as regards its related 
costs (loss frame) or benefits (gain frame) will 
impact people’s perceptions of risks in a different 
manner (Tversky and Kahneman, 1981). As the 
environmental efforts of petroleum companies are 
related to environmental risks, gain and loss frames 
should be useful to legitimize these efforts. It 
would be interesting to observe how the source 
domain of BUILDING is used as gain and loss 
frames because Charteris-Black (2016) indicated 
that the BUILDING source domain tends to be 
positively connotated. It would be intriguing to see 
if this feature is reflected in its usages as gain and 
loss frames. 

The gain and loss frames in CSR reports differ 
slightly from those in previous studies because 
CSR reports are read by different types of 
stakeholders who care for different types of 
interests. Bhatia (2012) categorized stakeholders 
into the following four major groups: “1) 
organizational stakeholders (such as employees, 
customers, shareholders, and suppliers); 2) 
community stakeholders (such as local residents 
and special interests groups); 3) regulatory 
stakeholders (such as municipalities, regulatory 
systems); 4) media stakeholders” (p. 222). For 
organizational stakeholders, their primary interests 
focus on maximizing corporate interests. For 
community stakeholders, regulatory stakeholders, 
and media stakeholders, their primary interests 

tend to be the pursuit of social and environmental 
interests. These two different interests have the 
potential to motivate different perceptions of risks. 
 
1.3 Petroleum Companies in China and the U.S. 
Our study compares legitimation strategies used by 
Chinese and American petroleum companies. 
China and the US are the two largest consumers of 
petroleum (Daojiong, 2006). The petroleum 
companies in these two countries are major 
contributors to global greenhouse gases. 

Different socio-cultural contexts in China and 
the U.S. can motivate differences in legitimation 
strategies in CSR reports. China has become the 
world’s largest net importer of petroleum since 
2013 (U.S. Energy Information Administration, 
2018). Apart from that, worsening air quality has 
motivated the Chinese government to shift from 
dependency on coal and oil (Ji et al., 2018). The 
energy gap in the U.S. is not as wide as in China. 
In 2019, total U.S. energy exports exceeded total 
energy imports (U.S. Energy Information 
Administration, 2020). Regarding social contexts, 
most major Chinese oil companies are state-owned, 
whereas most American oil companies are publicly 
owned. These different socio-cultural factors can 
result in differences in legitimation strategies. 
Differences in legitimation strategies used in 
Chinese and American CSR reports can shed light 
on differences in Corporate Social Responsibilities 
in China and the U.S. because legitimacy is 
associated with value systems, and CSR are values 
related to corporate activities. In this study, we will 
address the following research questions: 

RQ1: What keywords are used in the source 
domains of the BUILDING in Chinese and 
American CSR reports and their frequencies of 
occurrences? 

RQ2: Are there different preferences in gain and 
loss frames in Chinese and American CSR reports? 

RQ3: Are gain/loss frames motivated more often 
by corporate interests or environmental interests in 
Chinese and American CSR reports? 

2 Corpus 

Our study focuses on CSR reports published by 
American and Chinese petroleum companies on 
Fortune 500 (2020) because these petroleum 
companies are key players in the petroleum 
industries by revenue in their respective countries. 
Stakeholders expect higher accountability and 
transparency in their CSR reports. In light of this, 
these companies will be cautious about the way 
they discursively construct the environmental 
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issues in their CSR reports. Attitudes 
demonstrated in their CSR reports should be a 
relatively accurate reflection of their attitudes on 
social issues.  

The Chinese corpus in our study has a word 
count of 121,751, and the American corpus is 
almost double the Chinese corpus, with a word 
count of 266,826. The corpora sizes in our study 
are demonstrated in Table 1: 

 
ACSRs CCSRs 

American Petroleum 
Companies 

Chinese Petroleum 
Companies 

ExxonMobil  
2010-2019 (70,789 words) 

Sinopec 
2010-2019 (35,387 words) 

Chevron 
2010-2019 (14,122 words) 

China National Petroleum 
2013-2019 (28,384 words) 

Marathon Petroleum 
2011-2019 (34,809 words) 

China National Offshore 
Petroleum 

2011,2013,2014, 2015, 
2016,2017, 2018, 2019  

(35,010 words) 
Phillips 66 

2016-2019 (6,871 words) 
Sinochem 

2010,2011,2012, 2013, 
2014,2015, 2017,2018, 2019 

(22,970 words) 
Valero Energy 

2015-2019 (16,801 words) 
 

ConocoPhillips 
2011-2019 (123,434 words) 

 

Total 
266,826 

Total 
121,751 

Table 1. CSR Reports of American and Chinese 
Petroleum Companies 

 
As shown in Table 1, the corpus consists of two 

subcorpora for comparative purposes: the 
American CSR reports subcorpus (henceforth, 
ACSRs) and the Chinese CSR report subcorpus 
(henceforth, CCSRs). 

3 Source Domain Analysis 
This study aims to explore how the BUILDING 
source domain is used as gain and loss frames to 
legitimize the environmental practice of 
petroleum companies in CSR reports. Our source 
domain analysis consists of six steps: 1) 
determining potential keywords; 2) source 
domain verification; 3) Part of Speech (POS) 
tagging; 4) metaphor identification; 5) identifying 
gain and loss frames; and 6) identifying the 
corporate and environmental interests behind gain 
and loss frames. 

The first step of our source domain analysis is 
to determine potential keywords. Considering the 
large size of our corpora, we identified potential 
source domain keywords using Sardinha’s (2012) 
sampling technique. In total, we collected 49 

potential keywords for the source domain of 
BUILDING. 

As for the source domain verification, we 
adopted the method proposed by Ahrens and Jiang 
(2020), which is a comprehensive approach that 
can be used for a variety of source domains by 
adding an online dictionary as well as making use 
of collocation patterns (Chung and Huang, 2010; 
Gong et al., 2008). As for the online English 
dictionary, we chose Macmillan English 
Dictionary for Advanced Learners (Rundell, 2002) 
because this dictionary is one of three dictionaries 
used by MIPVU (Steen et al., 2010), the metaphor 
identification procedure we adopt in this study.  

Since the MIPVU procedure does not cross 
word-class boundaries when determining the 
metaphoricality of lexical units, we parsed our 
data with Part of Speech (POS) tags before the 
metaphor identification. The computer tool used 
for POS tagging is the POS tagging  (Toutanova, 
et al., 2003) of Stanford CoreNLP (Manning et al., 
2014). After determining the word classes of the 
source domain keywords in our study, we will 
then use MIPVU (Steen et al., 2010) to investigate 
if a keyword is used metaphorically or not. 
MIVPU identifies a word as a metaphor if its 
usage in the text shows a cross-domain mapping 
from its basic meaning to its contextual meaning 
(Steen et al., 2010). In other words, if a word’s 
meaning in the dictionary is more basic than its 
meaning in the context, it is identified as a 
metaphor. 10% of our data (n=187) were used for 
the inter-rater reliability test. The result indicates 
the Kappa value is 0.8145, showing a strong 
agreement. 

Previous studies suggest that the gain-framed 
appeal focuses on the benefits of adopting a 
particular action, while the loss-framed appeal 
emphasizes the losses of alternative action (e.g., 
Cho and Boster, 2008; Gallagher and Updegraff, 
2012; Rothman et al., 2006; Rothman and Salovey, 
1997). The criteria for identifying gain and loss 
frames in our study are to decide if the goal of a 
sentence is perceived as gaining benefits or 
avoiding losses. The criteria are demonstrated as 
follows:  

a. If the goal of a sentence is perceived as 
gaining benefits, it is a gain frame.  

b. If the goal of the sentence is perceived 
as avoiding losses, it is a loss frame. 
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c. If the goal is perceived as neither 
gaining benefits or avoiding losses, it is 
neither the gain nor loss frame.  

After identifying all the gain and loss frames, 
we then determine if the identified gain and loss 
frames were motivated by corporate interests 
and/or environmental interests. The criteria for 
identifying corporate interests and environmental 
interests are as follows:  

a. If the goal of the frame is perceived as 
creating corporate benefits, such as 
generating more profits, creating a safe 
workplace, improving product quality, or 
enhancing corporate influence, then the 
frame is motivated by corporate interests.  

b. If the goal of the frame is perceived as 
creating environmental benefits, such as 
improving environmental conditions or 
preventing environmental impacts, then 
the frame is motivated by environmental 
interests.  

c. If the goal of the frame is perceived as 
creating both corporate benefits as well 
as environmental benefits, then the frame 
is motivated by a mix of corporate 
interests and environmental interests.  

d. If the goal of the frame is perceived as 
creating neither corporate benefits nor 
environmental benefits, then the frame is 
motivated by neither corporate interests 
nor environmental interests.  

When all the above metaphor analysis 
procedures had been finished, we then started to 
investigate our data to see how BUILDING 
metaphors are used as gain and loss frames to 
legitimize the environmental practice of 
American and Chinese petroleum companies. 

4 Gain- and Loss-framed BUILDING 
Source Domain 

4.1 The Source Domain of BUILDING as a 
Legitimation Strategy 

The first research question to be answered in this 
study is: “What keywords are used in the source 
domain of BUILDING in Chinese and American 
CSR reports and their frequencies of occurrences?” 
We calculated the normalized ratios (NR) per 
10,000 words of the frequencies of BUILDING 
metaphors used in ACSRs and CCSRs. Comparing 
frequencies can let us know whether CCSRs and 

ACSRs have a preference for the source domain of 
BUILDING. The normalized ratios are displayed 
in Figure 1. 

 
Figure 1. Normalized Rations of BUILDING 
Keywords in ACSRs and CCSRs 

Figure 1 shows that BUILDING metaphors 
occur much more frequently in CCSRs than in 
ACSRs. A log-likelihood (LL) test was run to 
determine if the differences in frequencies of 
BUILDING metaphors are significant, with the 
significance level set at 0.05. The log-likelihood 
calculation indicates that the BUILDING source 
domain is significantly overused in CCSRs 
compared to those in ACSR (LL= +88.53), which 
indicates a significant difference in frequencies of 
BUILDING metaphors between the two corpora. 

The investigation of the metaphorical 
expressions of the BUILDING source domain can 
provide a deeper insight into the characteristics of 
BUILDING metaphors used in CCSRs and 
ACSRs. These expressions are presented in three 
categories: “Functions,” “Qualities,” and 
“Entities.”  All of these expressions are 
demonstrated in Appendix A. 

Table 1 in Appendix A shows that the 
BUILDING metaphor with the highest frequency 
is from the category of “Functions” in both 
corpora, which indicates that CCSRs and ACSRs 
tend to make use of the source domain of 
BUILDING to emphasize the function of a 
building process. The BUILDING metaphor with 
the highest frequency in CCSRs is “build,” and 
the BUILDING metaphor with the highest 
frequency in ACSRs is “support.” 

The metaphor “build” can be used to present the 
agent of the building process as an architect who 
takes charge of the whole process. In many cases, 
the petroleum company is the architect of the 
building process. When discussing building a 
green enterprise or society, the statement is often 
future-oriented, which accounts for most of the 
usages of the metaphor “build” (n=87). The 
metaphor “build” is used in the past tense only 
when describing a specific corporate operation, 
which accounts for only a small portion of its 
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usage (n=16). Examples (1) and (2) demonstrate 
how the metaphor “build” is used in CCSRs: 

Example Sentence Source 
(1) We eliminate hidden perils from the root, 
enhance the safety education on all staff, 
strengthen energy conservation and emission 
reduction, disseminate the green philosophy, and 
promote the safe and green development, so as to 
make contribution to building a beautiful China. 

CCSRs 
Sinochem 
CSR rep., 
2014 

(2) We participated in carbon emission trading, 
built a trading team, upgraded carbon assets 
management, and optimized carbon trading 
strategies, facilitating environment protection and 
resource conservation. 

CCSRs 
Sinopec 
CSR rep., 
2016 

Table 2. Examples (1) and (2) from CCSRs 

The BUILDING metaphor in Example (1) may 
be motivated by the conceptual metaphor 
SOCIETY IS A BUILDING formulated in the 
work of Charteris-Black (2004). Through this 
conceptual metaphor, Sinochem is presented as an 
active participant in China’s collective efforts to 
construct “a beautiful China,” a concept proposed 
in the 18th Chinese People’s Congress with an 
aim to incorporate the construction of ecological 
civilization into economic, political, cultural and 
social constructions. As an SOE, aligning its 
corporate goal with a national goal helps it 
achieve legitimacy. As “building a beautiful 
China” is an ambitious goal that might require 
high costs, it is constructed as a future goal, with 
the completion date of the construction 
unspecified. The burdens on Sinochem to achieve 
this goal can thus be lessened.  

In Example (2), however, the metaphor “build” 
is used in the past tense. In this sentence, the 
metaphor refers to a specific corporate business 
operation: building a team of carbon emission 
trading. This operation is a market-oriented 
approach to coping with climate change, which 
does not require a radical transformation of the 
current business model of the petroleum company 
and thus is favourable for organizational 
stakeholders. In Example (2), building a trading 
team is part of Sinopec’s efforts to develop the 
carbon market. Developing the carbon trading 
market is one of China’s principal ways to achieve 
the dual national goal of carbon peak and carbon 
neutrality (Xue, 2022). The regional pilots of the 
carbon market system started in 2013, which 
finally led to the debut of the long-awaited 
national carbon emission trading scheme (ETS) in 
2021, featuring the largest carbon market in the 
world by volume (Reuters, 2021). As Chinese 
governments show proactive support for carbon 
market mechanisms, the legitimacy of Sinopec 
can be realized according to China’s CSR. 

The BUILDING metaphor that occurs with the 
highest frequency in ACSRs is the verb 
“support.”This metaphor presents the petroleum 
company as the lower structure of a building, 
which is essential for the stability of the upper part 
of a building. Examples (3) and (4) demonstrated 
the usages of the verb form of the metaphor 
“support” in ACSRs: 

Example Sentence Source 
(3) We support the Paris Agreement as a step 
forward and encourage practical actions that deliver 
tangible results in answering the world’s demands, 
including more energy and a cleaner environment. 

ACSRs 
Chevron  
CSR rep., 
2019 

(4) In that context, Statpetroleum works with 
governments, businesses and other stakeholders to 
support viable worldwide policies and regulatory 
frameworks encouraging carbon-efficient solutions 
and the development of low-carbon technology. 

ACSRs 
Conoco-
Phillips 
CSR rep.,  
2011 

Table 3. Examples (3) and (4) from ACSRs 

In the above examples, petroleum companies 
used the metaphor “support” to show their 
compliance with environmental policies and 
principles. Previous studies suggest that one 
fundamental way to establish legitimacy is to 
demonstrate the congruence between the actions 
of an institution and social values (Richardson and 
Dowling, 1986; Suchman, 1995). The metaphor 
“support” in Example (3) aims to achieve 
legitimacy by manifesting the petroleum 
company’s alignment with socially valued 
environmental rules and policies. In Example (3), 
Chevron indicates its support for the Paris 
Agreement. This message is useful for addressing 
concerns from regulatory, media and community 
stakeholders as petroleum companies have been 
under pressure to align their business with the 
Paris target.  

Nevertheless, this supportive attitude is 
presented in parallel with the need to answer “the 
world’s demands,” with “more energy” being one 
of the demands. Unlike Chinese oil companies, 
which focus on domestic energy needs, American 
oil companies emphasize the world’s energy 
demand when promoting energy development. 
This difference could be attributable to the fact 
that the U.S. has been growing into a petroleum 
exporter and global energy supplier in the past 
decade. The juxtaposition of a climate goal with 
an energy goal downplays the urgency of dealing 
with climate change and thus accommodates 
concerns from organizational stakeholders. In 
addition, the support could be just modest or 
symbolic as no information is provided as regards 
concrete supportive actions. 
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In Example (4), the environmental policies and 
rules supported by the petroleum company are to 
realize carbon efficiency and adopt low-carbon 
technology, which aligns with the interests of 
regulatory, media, and community stakeholders. 
In addition, the petroleum company indicates that 
the supporting power also comes from 
governments, businesses, and other stakeholders, 
which transfers part of the responsibility of coping 
with climate change to other stakeholders and 
social groups. In this way, concerns of 
organizational stakeholders about potential costs 
are accommodated. By uniting other stakeholders 
and the oil industry under a collective goal, the oil 
industry forms an alliance with stakeholders and 
fights side-by-side with them in the war against 
climate change. Potential conflicts between the oil 
company and its stakeholders are reconciled, and 
their relationship becomes collaborative. 

4.2 Gain and Loss Frames 
In order to answer the second research question, 
an exploration of whether there are different 
preferences in gain and loss frames in Chinese and 
American CSR reports is required. To this end, we 
identified all the gain and loss frames in both 
ACSRs and CCSRs, which yielded 340 gain 
frames and 197 loss frames in the ACSRs, and 355 
gain frames and 209 loss frames in CCSRs. The 
frequencies of these two frames are shown in 
Figure 2: 

 

Figure 2. Gain and Loss Frames in ACSRs and 
CCSRs 

Figure 2 shows that both ACSRs and CCSRs 
have a preference for gain frames. We used the 
goodness of fit test to confirm this observation 
statistically to calculate the differences between 
gain and loss frames in two corpora separately.  

The result indicates that the CCSRs prefer to 
use gain frames than loss frames (X-squared = 
37.794, df = 1, p-value = 7.861e-10). The 
calculation of goodness of fit for usages of gain 
and loss frames in ACSR also shows that the gain 
frames are used more frequently (X-squared = 
38.08, df = 1, p-value = 6.79e-10). The statistical 

calculations of the differences between gain and 
loss frames in the two corpora confirmed that both 
ACSRs and CCSRs have a significant preference 
for gain frames. Nevertheless, the calculation of 
the effect size “Phi effect (Φ)” shows that the 
effect sizes are at the medium level for both 
statistical differences (0.2589 for CCSRs and 
0.2663 for ACSRs). 

The presence of loss frames in both corpora 
could be motivated by corporate intentions to 
demonstrate their transparency to achieve 
effective CSR communication, which requires 
reporting both good and bad aspects of CSR 
activities. Kim and Ferguson (2016, 2014) 
identified transparency as one of the six important 
communication factors expected by consumers 
for CSR communication. The preference for gain 
frames in both corpora may be attributable to the 
evaluative meaning of the BUILDING source 
domain. Charteris-Black (2004, 2016) asserted 
that the BUILDING source domain is positively 
connotated and often used to construct a socially-
valued purpose or process. Therefore, ACSRs and 
CCSRs could use the BUILDING source domain 
as gain frames to conceptualize benefits generated 
via the achievement of a socially-valued goal. 
Examples (5) and (6) demonstrate how the 
BUILDING source domain is used as gain frames 
in CCSRs and ACSRs: 

Sentence Examples Source 
(5) In 2018, we completed the development and 
industrial transformation of the independently IPR 
alkylate petroleum production technology, providing 
technical support for the production of gasoline and 
diesel that meet the National VI emission standards. 

CCSRs 
Sinopec 
CSR 
rep., 
2018 

(6) We recognize that the scale and growth of 
unconventional resource development continues to 
prompt significant questions among stakeholders … 
We will continue to take a leadership role in working 
collaboratively with communities, regulators, and 
industry associations to manage operational risk and 
address questions and concerns. ExxonMobil 
recognizes the importance of responsible operations 
in maintaining stakeholder support for this 
significant resource. 

ACSRs 
Exxon-
Mobil 
CSR 
rep., 
2011 

Table 4. Example (5) from CCSRs and Example 
(6) from ACSRs 

In Example (5), the adjective “technical” is 
used as a premodifier of the metaphor “support,” 
emphasizing the importance of technology for 
realizing an environmental goal. The technology 
mentioned in this example is the “petroleum 
production technology,” favourable for 
organizational stakeholders as petroleum is the 
core product of oil companies. Developing energy 
is a way to alleviate the domestic demand for 
energy in China and thus is legitimate according 
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to China’s CSR. Since this technology enables the 
production of gasoline and diesel to “meet the 
National VI emission standards,” this technical 
support also accommodates environmental 
interests. 

In Example (6), the legitimacy of ExxonMobil 
faces threats as the development of 
unconventional resources “raises significant 
questions” among stakeholders. ExxonMobil 
demonstrates its responsiveness to the interests of 
stakeholders by acknowledging the significance 
of their support. The legitimacy obtained by a 
corporation’s responsiveness to constituents’ 
interests is a typical type of pragmatic legitimacy 
for institutions (Suchman, 1995). The expression 
“maintaining” indicates that stakeholders have 
already given support for the unconventional 
resource, and ExxonMobil just needs to maintain 
this support. Given this, the challenge of handling 
the legitimacy gap is downplayed. Being publicly 
owned, American oil companies tend to pay 
closer attention to maintaining support from 
different stakeholders. 

4.3 Gain and Loss Frames Motivated by 
Different Interests 
Gain and loss frames in CSR reports are motivated 
by different types of interests, given the various 
stakeholders as the potential readership of these 
reports. The examination of different interests can 
demonstrate how potential conflicts between 
different interests are handled in CSR reports. We 
examined the different motivations of gain and 
loss frames by answering the third research 
question, “Are gain/loss frames motivated more 
often by corporate interests or environmental 
interests in Chinese and American CSR reports?” 
Figure 3 displays the motivations of gain and loss 
frames in ACSRs and CCSRs. 

 
Figure 3. Gain and Loss Frames Motivated by 
Different Interests 

Figure 3 shows that both gain and loss frames 
in CCSRs and ACSRs are motivated mostly by 
environmental interests. The above analysis 
results indicate that both ACSRs and CCSRs 
attend primarily to environmental interests. This 
observation is also confirmed by statistical test 

results (gain frames in ACSRs : X-squared = 
112.7, df = 2, p-value < 2.2e-16, loss frames in 
ACSRs : X-squared = 205.88, df = 2, p-value < 
2.2e-16, gain frames in CCSRs : X-squared = 
101.4, df = 2, p-value < 2.2e-16, loss frames in 
CCSRs : X-squared = 165.77, df = 2, p-value < 
2.2e-16). One of the reasons is that ACSRs and 
CCSRs are extracted from the environmental 
sections of CSR reports with a primary focus on 
environmental issues. The other reason could be 
that environmental interests are the primary way 
to achieve legitimacy as American and Chinese 
petroleum companies are under constant pressure 
in this regard. 

The exploration of topics associated with 
different interests may indicate how petroleum 
companies reconcile the various interests of 
different stakeholders. In order to find out these 
topics, we extracted all the expressions that 
described environmental interests, corporate 
interests, and mixed interests in CCSRs and 
entered them into three plain texts 
“Environmental Interests CCSRs,” “Corporate 
Interests CCSRs,” and “Mixed Interests CCSRs.” 
We uploaded all these files onto Wmatrix and 
generated the “Semantic frequent list” to obtain 
frequent domains associated with corporate, 
mixed, and environmental interests in both 
ACSRs and CCSRs. Only semantic domains that 
take up around 15% of the whole dataset are listed 
as top semantic domains, which are shown in 
Table 5. 

ACSRs CCSRs 
Environ

-ment 
Corpo-

rate 
Mixed Environ-

ment 
Corpo-

rate 
Mixed 

Support 
and 
Help 
(98) 

Support 
and Help 

(33) 

Leader-
ship and 
Manage-

ment 
(25) 

Environ-
ment 
(134) 

Busi-
ness: 

General-
ly (12) 

Leader 
-ship and 
Manage 
-ment 
(134) 

Change 
(96) 

Busi-ness 
General-
ly (15) 

Change 
(21) 

Building 
(120) 

Stability  
(10) 

Safety 
(64) 

Environ 
-ment 
(81) 

Money 
and 

Stake-
holders 

(14) 

Science 
and 

technolo-
gy (20) 

Change  
(100) 

Structur
e(11) 

Emergen-
cy (64) 

Reducti
on 

(54) 
 

Improve-
ment (12) 

Support 
and Help 

(19) 

Leadersh
ip and 

Manage-
ment 
(86) 

Improve
-ment 
(11) 

System 
and 

Frame-
work (59) 

Emissio
n 

(49) 

Change 
(12) 

Risks 
(18) 

Energy 
(73) 

Gas (11) Improve-
ment (56) 

Location
s 

(48) 

Commui-
ty  (10) 

    

426 
(Freq. ) 

96 
(Freq.) 

103 
(Freq.) 

513 
(Freq.) 

55 
(Freq.) 

377 
(Freq.) 

3474 
(Total) 

868 
(Total) 

713 
(Total) 

4083 
(Total) 

431 
(Total) 

2620 
(Total) 

12% 
(Pct.) 

11% 
(Pct.) 

14% 
(Pct.) 

13% 
(Pct.) 

13% 
(Pct.) 

14% 
(Pct.) 

Table 5. Top Semantic Domains in Semantic 
Frequency Lists for Different Motivations in ACSRs 
and CCSRs 
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Table 5 shows that, in CCSRs, the topic 
“Leadership and Management” is often associated 
with environmental interests, as well as mixed 
interests. In this topic, the most frequent keyword 
is “management,” which indicates that corporate 
management is essential for generating both 
environmental and mixed interests. The 
concordances of the keyword “management” 
indicate that CCSRs often present “management” 
as a building structure. One important building 
structure used to conceptualize corporate 
management is “platform.” Examples (7) 
illustrated how the metaphor “platform” is used to 
conceptualize management in CCSR: 

Sentence Examples Source 
(7) In order to take full advantage of 
information technology, CNOOC Limited 
began to build an environmental protection 
management information platform in 2011 to 
store all project-related data. 

CCSRs 
CNOOC 
CSR rep., 
2016 

Table 6. Example (7) from CCSRs 
In Example (7), the environmental protection 

management information is conceptualized as a 
platform to generate environmental interests. In 
CCSRs, the metaphorical usage of this keyword is 
often employed in reference to different abstract 
platforms, including technical platforms, 
information platforms, management platforms, 
learning platforms, and cooperative platforms, etc. 
By using this BUILDING metaphor “platform,” 
petroleum companies present an abstract area for 
taking environmental activities as a tangible 
property of the petroleum company and the whole 
society. For years, China has been developing 
domestic Information Technology (IT)  as an 
effective management approach. China’s 
supportive government incentives led to the boom 
of domestic IT firms. Information platform has 
been established in almost every domestic sector 
in China, such as chemistry, investment, 
education, service, etc. Hence, building an 
information platform is regarded as a legitimate 
way to manage environmental issues according to 
China’s CSR. 

In ACSRs, the topic “Support and Help” is 
frequently associated with three types of interests. 
In this topic, the BUILDING metaphor “support” 
is frequently used. Example (8) demonstrates how 
the metaphor “support” is used in the topic 
“Support and Help.” 

 
 
 
 
 
 

Sentence Examples Source 
(8) We support well-formulated federal 
regulation of methane emissions from petroleum 
and gas exploration and production if that 
regulation: 
•Encourages early adopters and voluntary efforts. 
•Incorporates cost-effective innovations in 
technology. 
•Supports appropriate state-level regulations.  

ACSRs 
Conoco-
Phillips 
CSR rep., 
2019 

Table 7. Example (8) from ACSRs 
The frequent association of the topic “Support 

and Help” with different interests in ACSRs 
indicates that different interests of stakeholders 
can be met with useful assistance or supportive 
attitudes. The metaphor “support” is used twice in 
Example (8). ConocoPhillips used the first 
metaphor, “support,” to emphasize its supportive 
attitude towards regulations regarding GHG 
emission reductions, which helps obtain support 
from regulatory stakeholders. Nevertheless, this 
support comes with conditions: the regulations 
have to be “well-formulated” and “appropriate.” 
The absence of the criteria for being “well-
formulated” and “appropriate” allows the oil 
company to withdraw support at any time when it 
considers the regulations inappropriate or ill-
formulated. In this vein, it would be easier for 
ConocoPhillips to reconcile corporate and 
environmental interests. 

5 Conclusions 
In this study, we explored 1) usages of keywords 
in the source domain of BUILDING in ACSRs 
and CCSRs, 2) frequencies in gain and loss frames 
in ACSRs and CCSRs, and 3) motivations for gain 
and loss frames in ACSRs and CCSRs. The topics 
frequently associated with various interest types 
were also studied. By addressing all of these 
issues, we have identified the following 
legitimation strategies of petroleum companies in 
Chinese and American CSR reports as well as 
differences in CSR in China and the U.S. 

The first legitimation strategy is to use the 
source domain of BUILDING in different time 
frames so that the construction of an 
environmental enterprise or society is presented 
as a staged process. The finding of the first 
research question indicated that the most frequent 
building keyword in CCSRs was the verb “build.” 
This BUILDING metaphor was often used by 
CCSRs to construct a petroleum company as an 
architect to create environmental achievements in 
compliance with government policies, such as 
“beautiful China” and the carbon market. The 
metaphor “build” was employed in the past tense 
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to show that a specific construction stage has been 
completed, such as building a trading team for 
carbon emission trading. When the metaphor was 
used to conceptualize an ambitious goal, such as 
creating a green enterprise or society, the 
statement was often future-oriented. In this way, 
the completion of the ambitious construction was 
framed as a distant goal. As completion in a 
specific building stage has been realized, 
completing the ambitious construction was 
achievable.  

The second legitimation strategy is to 
demonstrate the compliance of corporate 
activities with social norms. ACSRs often used 
the metaphorical verb “support” to show the 
petroleum company’s alignment with socially-
valued environmental rules and policies. Since the 
lower part of a building maintains the building’s 
stability and durability, the petroleum companies 
are represented as fundamental for the 
implementation of environmental regulations and 
policies. Nevertheless, the supportive attitude was 
downplayed by juxtaposing environmental goals 
with energy goals. The absent information about 
concrete supportive actions can render an oil 
company’s support symbolic. 

ACSRs also used the verb “support” to indicate 
that the supporting power for environmental 
solutions comes from governments, businesses, 
and other stakeholders. In this way, part of the 
responsibilities of addressing climate change can 
be transferred to stakeholders and other social 
groups. By constructing dealing with climate 
change as a common goal for the oil industry as 
well as its stakeholders, the potential conflicts 
between them are reconciled.  

The fourth strategy is to use nominalization to 
construct the concept of support as a real entity so 
that this concept is less challengeable. When 
addressing the second research question about 
gain and loss frames, we found that the source 
domain BUILDING was used more often as gain 
frames. The nominal metaphor “support” was 
often used as gain frames in ACSRs and CCSRs. 
This metaphor can present the support provided 
by petroleum companies and the support 
petroleum companies received as real and 
necessary. CCSRs tended to use adjectives related 
to technology to emphasize the technology-
oriented approaches to climate change, which 
were favourable approaches for petroleum 
companies. Some ACSRs used the nominal 
metaphor “support” to show closer attention to 

stakeholders’ support, which could be attributable 
to their publicly-owned nature. 

The investigation of topics frequently 
associated with different interests in CCSRs and 
ACSRs also indicated how petroleum companies 
achieve legitimacy by accommodating the various 
interests of stakeholders. The topic of “Leadership 
and Management” was used to reconcile the 
different interests of stakeholders in CCSRs. This 
topic indicated that mixed interests can be 
generated by management. One useful way to 
manage was to build, use, or improve information 
platforms. By using the metaphor “platform,” 
petroleum companies present the achievements of 
management as tangible properties for the whole 
society. As constructing information platforms 
aligns with China’s strong advocacy for 
information technology, this management 
approach is thus legitimate according to China’s 
CSR. 

As for ACSRs, the topic of “Support and Help” 
was employed to accommodate the various 
interests of stakeholders. This topic suggested that 
different interests can be created with useful 
assistance or supportive attitudes. In some cases, 
the support from petroleum companies comes 
with strings attached, which allows different 
interests to be reconciled. 

Both Chinese and American oil companies 
legitimize their core business by juxtaposing 
climate goals with energy demands. However, 
Chinese oil companies tend to emphasize 
developing energy to meet domestic demands, as 
the energy gap in China is relatively wide. 
American oil companies focus more on global 
energy demands because the U.S. has become a 
global energy supplier. These differences also 
demonstrate different emphases in Chinese and 
American CSR. 

6 Future Work 
This study demonstrates the similarities and 
differences in usages of the BUILDING source 
domain as gain and loss frames in Chinese and 
American CSR reports, which paves the way for 
future research on American and Chinese 
Corporate Social Responsibility. We also 
proposed a specific method for identifying gain 
and loss frames in CSR reports, facilitating the 
manual annotation of training data for developing 
an NLP model to automatically detect gain and 
loss frames in an unlabelled CSR corpus. 
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Appendix A. 
ACSRs CCSRs 
Metaphorical Keywords Metaphorical Keywords 
Functions Functions 
build v. (60), set up phrasal 
verb (4), support v. (249), 
construct v. (6), underpin v. 
(3), build up phrasal verb (2) 

build v.(133), set up phrasal 
verb (37), support v.(38), 
construct v.(10),  
repair v.(1), build up phrasal 
verb (9) 

Qualities Qualities 

stable a.(11), structural a. (2) stable a. (31), structural a. 
(10), supporting a.(11) 

Entities Entities 
support n. (70), construction 
n.(3), base n. (5), cornerstone 
n.(2),  structure n. (26), 
window n.(3), home n.(4), 
foundation n.(17), door n.(1), 
platform n.(3), framework 
n.(82), pillar n.(11), building 
n. (2), threshold n.(8), barrier 
n.(3) 

construction n.(36), base 
n.(1), cornerstone n.(2), 
structure n.(43), 
reconstruction n.(1), home 
n.(13), foundation n.(18), 
door n.(1), platform n.(37), 
framework n.(14), pillar 
n.(1), building n.(1), support 
n.(28) 

Total: 577 Total: 476 
Table 1. Metaphorical Expressions in the Source 
Domain of BUILDING 
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Abstract
In this paper we show how aspect-based sentiment analysis might help public transport companies to improve their social responsibility
for accessible travel. We present MobASA: a novel German-language corpus of tweets annotated with their relevance for public
transportation, and with sentiment towards aspects related to barrier-free travel. We identified and labeled topics important for
passengers limited in their mobility due to disability, age, or when travelling with young children. The data can be used to identify
hurdles and improve travel planning for vulnerable passengers, as well as to monitor a perception of transportation businesses regarding
the social inclusion of all passengers. The data is publicly available under: https://github.com/DFKI-NLP/sim3s-corpus

Keywords: Aspect-based Sentiment Analysis, Crowdsourcing, Mobility, Social Inclusion, Social Responsibility

1. Introduction
Social inclusion is of great importance for building stable
societies and public transportation companies play a par-
ticularly substantial role for ensuring equal participation in
society. Unfortunately, accessing trains, buses, or stations
is often a challenge for people limited in their mobility due
to a physical or cognitive impairment, age or when travel-
ling with young children. It is important to enable those
groups to use public transport in a self-reliant way by pro-
viding facilities (lifts or ramps for walking disabled people,
etc.), services (visual info for deaf and acoustic info for
blind people, etc.), as well as systems informing about the
state of these forms of assistance (if lifts are available, etc.)
in order to identify unexpected hurdles and improve travel
planning. Natural language processing provides means to
aid such systems by the automatic extraction of informa-
tion from texts about the condition of relevant facilities and
services. For example, given the input text:

A lift at the Berlin Hbf station has been already
defect for two days! This is really annoying!

it would be helpful to have a system that is able to deter-
mine that (a) the availability of lifts at public transporta-
tion stations is mentioned and (b) their state is described as
malfunctioning. The extracted information can be used to
inform transport operators as well as passengers limited in
their mobility about a problem of a specific facility, trig-
ger a process solving or mitigating the problem (e.g. fixing
broken lifts, proposing an alternative traveling route).
In this paper we devote our attention to the question of sup-
porting such systems by adapting the aspect-based senti-
ment analysis task. Sentiment analysis aims at extracting
and quantifying subjective information. A standard ver-
sion of the sentiment detection classifies the sentiment of
a whole sentence, while the aspect-based sentiment anal-
ysis (ABSA) focuses on the sentiment towards predefined
aspects such as specific products or services. Therefore,
ABSA allows a more fine-grained mining of opinions. We

cast our problem of extracting information on the state of
facilities and services relevant to the barrier-free accessi-
bility of public transport as an aspect-based sentiment task.
We consider facilities and services as main aspects, their
properties as aspect subcategories, and statements about
those properties as phrases potentially expressing or imply-
ing a sentiment. For the example above, we assume a main
category lift, a subcategory availability (of the lift), and a
negative sentiment towards the aspect Lift#Availability.
As a result of our work we present MobASA, a German-
language dataset for the detection of sentiment towards as-
pects relevant for users of public transport limited in their
mobility. To the best of our knowledge there is no other
dataset, English or German, which covers the topic of travel
accessibility in a fine-grained way. Our contributions are:

• We provide a publicly available German-language
dataset for the detection of aspect-based sentiment to-
wards barrier-related aspects in the public transport
domain.

• The dataset can benefit building inclusive public trans-
portation systems as described in the introduction.
Therefore, we add to research aiming to deploy var-
ious NLP tasks in support of equality and social re-
sponsibility of businesses.

2. Related Work
Aspect-based Sentiment The annotated datasets for de-
veloping ABSA models are still scarce, and they mostly
cover only the standard domain of product or service re-
views (e.g. SCARE corpus by (Sänger et al., 2016), Se-
mEval 2015 by (Pontiki et al., 2015), USAGE by (Klinger
and Cimiano, 2014), GESTALT by (Ruppenhofer et al.,
2014)). In contrast, the GermEval 2017 dataset (Wojatzki et
al., 2017) comprises social media texts annotated with opin-
ions on the biggest railway company in Germany. It lists
barrier-free accessibility as one coarse-grain aspect, how-
ever more refined labels are needed to model information
needs of different target groups (e.g. blind vs. deaf people).
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Recent neural approaches based on pre-trained language
models (e.g., BERT (Devlin et al., 2019)) have shown im-
pressive results for the task when fine-tuned on supervised
datasets. However, the state-of-the-art transformer based
ABSA models currently achieve an F1-score of only 0.53
on the GermEval 2017 dataset (Aßenmacher et al., 2021)
and 0.61 on the SemEval 2016 laptop-dataset (Pontiki et
al., 2016; Li et al., 2019), for example, meaning there is
still much room for improvement.

Inclusive NLP Natural language processing (NLP) tech-
nologies already support the efforts of inclusion in vari-
ous domains, for example, sign-language-to-text transla-
tion systems (Nunnari et al., 2021) to benefit deaf people,
domain-specific translation systems to support migrants
when communicating with authorities (Xu et al., 2018), as
well as applications predicting readability to help content
providers with adjusting their published texts to the needs
of people with cognitive disabilities (Evans et al., 2016).
The systems target mostly language and communication
barriers.

3. Dataset
3.1. Data Collection
To collect the relevant data we crawled German-language
tweets based on a predefined list of 11 Twitter channels
of public transportation companies, channels related to
barrier-free accessibility as well as a set of 68 keywords
relevant to the barrier-free travel of handicapped passen-
gers, older people or parents with small children. The list
contained German-language keywords equivalent to words
such as: barrier-free, escalator, guiding system for the
blind, etc. We collected 3,128,639 tweets between 2019-
2021, and from that data we sampled tweets for the annota-
tion.

3.2. Annotation Schema and Guidelines
The MobASA labels structure and annotation guidelines
are partly based on the instructions of GermEval 2017 and
SemEval 2015 datasets. The set of meta-labels (relevance,
sentiment, category, polarity, from, to) as well as the XML
data format originate from GermEval 2017.

Relevance for Public Transportation Each tweet has bi-
nary labelling regarding its relevance to public trans-
port. The relevance value is true, if a tweet contains any
phrase related to public passenger transport of any type. For
example, the text in Figure 1 contains mentions of a metro
station.

Aspect-based Sentiment We defined a base catalog of 19
aspect categories relevant to the barrier-free travel. We
included aspects important for the walking disabled pas-
sengers, people with a vision or hearing impairment, as
well as the elderly, and parents traveling with small chil-
dren. The category catalog is based on interviews with
those target groups, guidelines for travel accessibility by
the government and interest groups, information provided
by the biggest German railway operator, as well as topics
mentioned in our data. Each aspect category consists of
two parts: a main aspect and its subcategory. The main

aspect references mostly a specific assistance form (facil-
ity or service) such as lift, lighting or acoustic info. The
subcategory captures various relevant features of the main
aspect such as its availability among others. The subcat-
egory might also be labelled Main if no multiple, specific
subcategories are identified. We defined up to two subcat-
egories for each aspect. The category Others was anno-
tated if an unanticipated or less frequent but relevant topic
was not covered in the base catalog. For example, very
short-term announcements of platform changes for depart-
ing trains might result in people impaired in their mobility
missing their train. Examples of the annotation of various
subcategories for tweets, which referenced a main aspect
are given in Table 2.
Furthermore, each aspect is annotated along with a
polarity value neutral, positive or negative. The value
indicates either stated sentiment towards an aspect or, more
broadly, it indicates the described state of that aspect. For
example, the polarity of the category GeneralBarrier#Main
is usually positive if a station or a train is stated as being
handicapped accessible, negative if it is not, and neutral if
the degree of accessibility is stated as unknown or is de-
scribed as neither positive nor negative for other reasons.
The texts might contain opinionated statements such as bad
or good, however, this is not required, i.e we also accept po-
larities implied by the state of the aspect (e.g. a faulty lift
implies a negative polarity as in the example in Figure 1).
Furthermore, we asked to annotate the value regarding the
most recent described or announced state of the aspect, i.e.
if the lighting was faulty, but it is stated as already repaired,
then the sentiment is positive. This approach was chosen
with the aim in mind to support systems which focus on
solving the latest problems when using public transport.
The target of an annotated aspect and its polarity is a
text span referencing the main aspect, e.g. phrases Aufzug
denoting the main aspect Lift. The offsets of the target span
are marked by the labels from and to.

Document-level Sentiment Each tweet is labeled with
a document-level sentiment. Its value aggregates the
polarities of the opinions in a given text. If the polarity
set is {positive, neutral} or {negative, neutral} then the
document-level sentiment is set to positive or negative, re-
spectively, otherwise the value is neutral (as illustrated by
the example in Figure 1). If a text is irrelevant, then the
document-level sentiment is neutral by default.1

3.3. Annotation process and quality
Expert annotation A subset of tweets is fully annotated
by trained experts using the platform Inception2. The fi-
nal expert subset of the corpus includes only annotations,
for which two annotators agreed or the disagreement was
resolved by the third annotator. The annotation is based
on guidelines, which were developed in an iterative process
and take into account discussions with the experts. The an-
notators were given definitions of relevance and the aspects
along with multiple examples. The annotation of aspect-

1We follow in our approach the heuristic used in Ger-
mEval2017 data.

2https://inception-project.github.io/
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Figure 1: Example of a German-language tweet relevant for public transportation and containing negative sentiment towards
the aspect Lift#Availability and positive sentiment towards the aspect Escalator#Availability. (Text in EN: S-Bahn Station
Landwehr: Lift defect, Escalator is working.)

aspect description

AccidentsMobilityGroups#Main risks of injury for people with limited mobility (e.g. falls of wheelchair users into track bed)
AcousticSignal#Main acoustic signals for blind people (acoustic warning or signals for finding train doors, etc.)
ConstructionSite#Main construction sites and their impact on the public transport (e.g. accessing of stations)
Demonstration#Main demonstrations and their impact on the public transport (e.g. accessing of stations)
Escalator#Availability operational status of escalators (e.g. if they exist and function properly)
Escalator#Tidiness cleanliness of escalators (also smell or similar)
GeneralBarrier#Main general mentions of barrier-free accessibility in public transport
GroundLevelAccess#Main ground level access to stations or vehicles of public transport
InfoAcoustic#Availability availability of announcements or operational state of loudspeakers
InfoDisplay#Availability availability of displayed information or operational state of display boards
Info#Others availability and quality of information on public transport in apps, e-mails, etc.
Lift#Availability operational status of lifts
Lift#Tidiness cleanliness of lifts (also smell or similar)
Lighting#Availability operational status of lighting
Ramp#Availability operational status of ramps
Security#Main security at stations (e.g. important for older or handicapped people)
SpaceMobilityGroups#Main space available for people limited in their mobility (e.g. wheelchair bay)
TactileContrastOrientation#Main tactile or high-contrast guiding routes for blind people, info in braille, etc.
main category#Others not anticipated or less frequent subcategories (e.g. InfoDisplay#Others for correctness of displayed info)
BarrierOthers#Main other topics related to barrier-free accessibility (e.g. assistance during traveling)

Table 1: Definition of aspect categories related to barrier-free accessibility

based sentiment was only considered for the data annotated
as relevant. The inner-annotator agreement for the various
annotation layers is: 1) relevance: Cohen’s κ = 0.96, 2)
aspect-based sentiment: Cohen’s κ = 0.73 on annotated
tokens only. Therefore we achieved nearly perfect agree-
ment in the relevance annotation and substantial agreement
in the aspect-based sentiment annotation.
Crowdsourcing An additional subset of tweets was an-
notated by crowdworkers using the platform Crowdee3.
First, the workers labelled tweets as relevant or irrelevant
for the public transportation topic. Subsequently, the tweets
were annotated regarding aspect-based sentiment. In order
to choose relevant candidates for the aspect annotation, first
we sampled tweets already labeled or automatically deter-
mined as relevant for public transportation. For the auto-
matic detection we systematically collected phrases refer-
ring to transportation types from a subset of relevant tweets,
and used those phrases to filter the potentially relevant data.
In the next step we automatically pre-annotated text spans
with the main aspect category (e.g. word Fahrstuhl with
main category Lift) by matching text spans to target
strings annotated in the expert subset. Then we showed
crowdworkers texts, where a pre-annotated main aspects
were highlighted, and we asked if a specific subcategory re-
garding the highlighted aspect is discussed in a given text,

3https://www.crowdee.com/

and if so with which polarity. The task was designed as a
multiple-choice questionnaire. For the crowdsourcing we
focused on aspects most relevant to various target groups
(e.g. Escalator#Availability), and excluded rare or less
relevant aspects (e.g. TactileContrastOrientation#Main,
Lift#Tidiness). For the annotation of both tasks we provided
short guidelines as well as many examples. Each tweet was
processed by two workers. To ensure a higher quality of
the crowdsourcing process we prepared a qualification test,
inserted trapping questions, and set a minimum time for
solving the task. We blocked all users, who failed the tests
from further tasks. Finally we included only annotations,
for which two workers agreed on. We reviewed a sample
of the crowd-sourced labels included in the final data. We
estimated the accuracy of the relevance labels as very high
having 99.6% correct labels of 1000 sampled tweets. Re-
garding aspect-based sentiment we reviewed 1950 answers
and estimate the accuracy as high based on the 84.9% cor-
rect labels.

3.4. Data Statistics
We provide dev and test split as well as two versions of
the train set (Table 3). The dev and test and trainBASE split
contain data, in which all relevant tweets are annotated by
the experts, and the irrelevant data is partially labeled by
the crowdworkers. We also publish an extended version of
the train corpus, trainPLUS, which additionally contains the
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aspect polarity example

InfoDisplay#Availability neutral Sag mir mal, wenn es geht, ob die Anzeigetafeln am Hbf wieder gehen! :D
(Tell me if the displayboards at the main station are working again! :D)

InfoDisplay#Availability positive Die Anzeigetafeln am Hauptbahnhof Bremen laufen wieder
(The displayboards at Bremen Central Station are functioning again)

InfoDisplay#Availability negative S2 08:02 ab Bernau fährt nicht weil? [...] keine Anzeige. Scheiße!
(S2 08:02 from Bernau is not coming because? [...] no info displayed. Crap!)

InfoDisplay#Others negative Sbahn fällt 3x aus, [...] schrift auf anzeigetafle ist verkehrt herum
(Sbahn canceled 3x time, [...] text on displayboard is upside down)

(no relevant aspect) - @jbnieo Komm mit der Bahn so um 12.06 an, lass uns dann bei der
Anzeigetafel treffen.
(@jbnieo Arrive by train around 12.06, then let’s meet at the displayboard. )

Table 2: Examples of the annotation of texts containing the main aspect InfoDisplay (original texts and English translations)

crowd-sourced annotations of the aspect-based sentiment.

The inclusion of primarily expert annotation in dev and test
set ensures a more robust selection and evaluation of the
models, since the expert annotation introduces less noisy
labels. That approach follows the suggestions of a careful
design of the test data to not misrepresent model perfor-
mance (Alt et al., 2020; Bowman and Dahl, 2021).

total dev test trainBASE trainPLUS

docs 29446 4176 4192 12510 21078
relevant 18378 1960 1899 5951 14519
aspects 13533 1205 1150 3572 11178

Table 3: Statistics of the data splits

Relevance The binary relevance labels are relatively
equally distributed in dev, test and trainBASE (Table 3). In
trainPLUS the relevant docs are dominant, since we selected
only relevant classes for the crowdsourcing of aspect anno-
tation. Therefore, the second split should primarily be used
for the detection of aspect-based sentiment.

Aspect and Sentiment Table 4 shows 10 most frequent
aspects. For some main concepts such as TactileContrastO-
rientation for blind people we almost found no data. In con-
trast, other main aspects such as InfoAcoustic or Escalator
are often mentioned in text, however not in a context rel-
evant to barrier-free accessibility. Also subcategories such
as Tidiness of lifts or escalators are rarely mentioned.

Table 5 shows the distribution of document-level and
aspect-level sentiment values. The neutral values build the
majority of classes on the document-level, however it is due
to the annotation of irrelevant tweets with neutral sentiment
as default. For the relevant data negative sentiment is the
most dominant on document- and span-level. We also ob-
served, that mostly the expressed sentiment refers to the
current or past state of the aspect. However for the category
GeneralBarrier#Main the positive sentiment often refers to
the future state, e.g. the future barrier-free accessibility of
stations is announced.

aspect total expert crowd

GeneralBarrier#Main 3010 807 2203
Lift#Availability 2918 1586 1332
Escalator#Availability 1615 769 846
InfoDisplay#Availability 1545 351 1194
ConstructionSite#Main 1069 103 966
Lighting#Availability 786 509 277
InfoAcoustic#Availability 686 231 455
Ramp#Availability 434 101 333
InfoDisplay#Others 349 349 0
Demonstration#Main 232 232 0
others 889 889 0

total 13533 5927 7606

Table 4: Statistics of 10 most frequent aspect categories

polarity doc level span level

neutral 19660 1652
positive 1968 2361
negative 7818 9520

total 29446 13533

Table 5: Statistics of the aspect-based sentiment

4. Conclusion and Future Work
Most of the inclusive NLP systems focus on overcoming
communication barriers. In contrast, we show how NLP
can be used by public transportation businesses to mitigate
barriers resulting from broken travel facilities or services,
and in result to support inclusion of all passengers. We pre-
sented a corpus of tweets annotated with sentiment towards
aspects related to barrier-free travel. In future work, we
want to refine the aspect catalog, and integrate the detection
of aspect location and time, to which the sentiment refers.
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Abstract
Social media is not just meant for entertainment, it provides platforms for sharing information, news, facts and events. In
the digital age, activists and numerous users are seen to be vocal regarding human rights and their violations in social media.
However, their voices do not often reach to the targeted audience and concerned human rights organization. In this work, we
aimed at detecting factual posts in social media about violation of human rights in any part of the world. The end product of
this research can be seen as an useful assest for different peacekeeping organizations who could exploit it to monitor real-time
circumstances about any incident in relation to violation of human rights. We chose one of the popular micro-blogging
websites, Twitter, for our investigation. We used supervised learning algorithms in order to build human rights violation
identification (HRVI) models which are able to identify Tweets in relation to incidents of human right violation. For this,
we had to manually create a data set, which is one of the contributions of this research. We found that our classification
models that were trained on this gold-standard dataset performed excellently in classifying factual Tweets about human rights
violation, achieving an accuracy of upto 93% on hold-out test set.

Keywords: Human Rights Violation, Fact Checking, Machine Learning

1. Introduction
Over the last two decades, we have seen astounding
growth and development across a wide range of disci-
plines including science and technology, and the adap-
tation of modern ideologies has significantly acceler-
ated the growth of every nation. However, there are
still many locations around the world, where people do
not even enjoy basic human rights and freedoms. In
current affairs, there have been countless situations be-
falling around the world, where human rights are con-
tinuously being violated, and unfortunately these inci-
dents go unnoticed. Activists across the world aim to
bring such issues to light as soon as they become aware
of such incidents. Likewise, media reporters and ac-
tivists are on field risking their lives to cover such in-
cidents and bring them in front of the world. We re-
fer the readers to one recent heartbreaking incident that
was reported by Laskar and Sunny (2021) in Hindustan
Times. It is regarding Danish Siddiqui,1 India’s one of
most renowned and Pulitzer prize-winning photojour-
nalists, who was reportedly killed while reporting an
instance where human rights were being violated. Rus-
sia’s invasion of Ukraine is the world’s centre of atten-
tion today, and the escalation in violations of human
rights law, including deaths of civilians resulting from
unlawful attacks are being reported everyday.
Over the past few years, we have seen many crowd-
sourced technological solutions, one of which is
Ushahidi.2 It is a map-based tracker that is used to

1https://en.wikipedia.org/wiki/Danish_
Siddiqui

2https://www.ushahidi.com/

monitor event-based situation and tags the location
over the map. Similarly, Syria Tracker3 is a tool that is
used for reporting incidents about human rights abuse
and tag the location of the incidents in map so that its
neighborhoods become aware about the situation.
There have been a staggering growth and usage of
micro-blogging platforms since the beginning of this
century. In fact, social media has become one of the
mediums, where people raise voices for human rights
and tend to share factual and truthful events occur-
ring nearby for justice. Over the past decade, NLP re-
searchers both from academia or industry investigated
sentiment analysis by analyzing data from a variety
of micro-blogging websites. However, significant por-
tion of these works aimed at identifying characteristics
or opinions of user-generated content such as users’
emotions, intentions, mood, behaviors and sentiments
(Neethu and Rajasree, 2013; Waseem and Hovy, 2016;
Haque et al., 2019; Singh et al., 2020a; Singh et al.,
2020b). Recently, Alhelbawy et al. (2020) developed a
HRVI platform for Arabic to monitor human rights vi-
olation in several countries in Central Asia. For this,
they built Naı̈ve Bayes and Support Vector Machine
(SVM) classifiers on tweet data. As in Alhelbawy et
al. (2020), we focused in detecting human rights vio-
lation in Tweets. Unlike Arabic as in Alhelbawy et al.
(2020), we considered English Tweets for our investi-
gation so that incidents about human right violations
worldwide can be traced.
More specifically, in this work, we focused on iden-
tifying “factual” information from Tweets rather than

3https://syriatracker.crowdmap.com/
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categorising opinionated Tweets. In order to do this,
we crawled Tweets in relation to events and incidents
about human right violations. Then, we made use these
Tweets in order to create a gold-standard dataset which
is used to build and evaluate our HRVI classifiers. Ev-
eryday thousands of social media posts about entertain-
ment or so become viral; however, posts about human
rights violation are not seen, cornered, and does not
reach to the targeted audience. Our work aims at aiding
organizations whose intention is to keep peace and har-
mony within the nations and society by tracking situa-
tion and incidents in relation to human right violations.
We employed a number of machine learning (ML) al-
gorithms in order to build our HRVI classification mod-
els. Our expectation was that our HRVI systems would
be able to identify specific factual Tweets. One of the
main contributions of this work is the creation of the
gold-standard data for the HRVI task, which, we be-
lieve, could serve as an invaluable asset as far as this
line of NLP research is concerned. To the best of our
knowledge, there is no readily available dataset that one
can freely use for HRVI via social media platforms. We
also believe that our work would not only advance NLP
research but also have positive societal and political im-
pacts.

2. Related Works
For sentiment analysis gathering relevant dataset has
always been a challenge but can be collected follow-
ing a set of standard methods, e.g. crawling, scrapping
and REST API. Jiang et al. (2017) used scrapping tech-
nique for getting microblogs from Sina.4 Twitter is one
of the most widely-used social media platforms in the
world and one can use its API to easily to fetch and
crawl millions of Tweets. Waseem and Hovy (2016)
created a corpus mainly on hatespeech by collecting
over 130K Tweets using Twitter API. Likewise, David-
son et al. (2017) collected a set of Tweets (25K) in or-
der to create a corpus for hatespeech. Further, in order
to produce a gold-standard data for their task, Waseem
and Hovy (2016) prepared a set of rules which were
used in their annotation task. They ended up with a
dataset containing 16K Tweets. In case of Davidson et
al. (2017), they performed the annotation task with the
help of CrowdFlower5 users.
Unlike the strategy described above, Zahoor and Ro-
hilla (2020) took a different approach for annotation
as they utilized TextBlob, a NLP library, for getting
sentiment (i.e. positive, negative and neutral) of posts.
Neethu and Rajasree (2013) proposed a simple method
for creating lexical feature vector for collecting Tweets
from Twitter, and their annotation task was performed
manually. Hamdan et al. (2015) used feature extraction

4https://en.wikipedia.org/wiki/Sina_
Weibo

5https://en.wikipedia.org/wiki/Figure_
Eight_Inc.

methods such as polarity score over ten different lexi-
con along with a slang dictionary of Twitter for han-
dling social media post containing slang. Lim et al.
(2020) used features from pre-trained language model
(Embedding from Language Models (ELMo)), and
Term Frequency–Inverse Document Frequency (TF-
IDF). Interestingly, they observed that use of parts-of-
speech (PoS) feature does not help in classification of
micro-blog texts.
Event-based sentiment classification was one of the im-
portant turnarounds regarding 2016 Presidential Elec-
tion in United States. Somula et al. (2020) performed
an experiment taking Tweets posted during that time
into account for the prediction of the election winner.
The event-based sentiment classification has also been
been adopted in different campaigns. For example,
Fitri et al. (2019) performed predictive analysis on
anti-LGBTQ campaign in Indonesia. The similar strat-
egy was also taken into account for monitoring human
rights abuse in Iraq (Alhelbawy et al., 2020). Alhel-
bawy et al. (2020) developed a map-based platform
called Ceasefire6 that reports location where any hu-
man rights were violated. It also offers a feature that
fetches Tweets from Twitter about any human rights
abuse and tags the locations mentioned in the Tweets.
As the portal was specifically developed for peace in
Iraq, it was limited to Arabic only. Alhelbawy et al.
(2020) used vector space learning technique for text,
i.e. word2vec (Mikolov et al., 2013), and TF-IDF
method for weighted scheme. They tested a number
of ML techniques and algorithms (e.g. Linear SVM,
Gaussian SVM and Naı̈ve Bayes) in their task, and
achieved the highest accuracy when they applied the
combination of CNN and LSTM.
As for sentiment analysis, there have been a plethora
of works that studied this area of NLP considering
both high-resource and low-resource languages. We
refer the interested readers some of the notable works
(Lim et al., 2020; Kanakaraddi et al., 2020; Qin et al.,
2020) who investigated sentiment analysis using more
advanced ML techniques such as bidirectional encoder
representations from Transformers (BERT) (Devlin et
al., 2018a).

3. Experimental Setups
3.1. Collecting Tweets
To the best of our knowledge, there is no publicly avail-
able dataset for HRVI task. For this, we created a
gold-standard data set for this task. We used Twitter
API, Tweepy,7 in order to collect Tweets. We are inter-
ested in collecting those Tweets which would be rele-
vant for the task. This is in fact a challenging and time-
consuming task. One of the ways is to collect Tweets
from those Twitter accounts which are reliable and post

6http://iraq.ceasefire.org/
7https://docs.tweepy.org/en/stable/

api.html
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Tweets on subjective matters such as human rights vi-
olation. We looked at the profiles of various NGOs
and peace-maker organizations, e.g. Human Rights
Watch, Amnesty, United Nations, and Refugees, and
came up with a list of relevant Twitter accounts. We
also looked at personal Twitter profiles of many ac-
tivists, e.g. Malala Yousafzai, Nadia Murad, who have
been vocal over human rights and their violation. In
sum, we collected those Twitter account names that are
related to the context of human rights and violations
of human rights, which are required for the creation of
our dataset. Finally, we used Tweepy with the list of
user accounts and collected Tweets. Our second ap-
proach is based on search query functionality available
in Tweepy. We turned on language filtering functional-
ity and set it to English. This does not consider Tweets
of non-English languages. We also turned on filtering
for RetTweets in order to avoid them. This helped in
removing redundant Tweets. Lastly, we supplied a list
of search keywords such as “child abuse”, “ban on ed-
ucation”, “attack on civilians”. Using the two above
approaches we collected a list of 15,590 Tweets which
are considered for the annotation task (cf. Section 3.2).

3.2. Annotation Process
This section describes our data annotation process. In
Section 2, we talked about different data annotation
methods for the sentiment classification tasks. Our task
is identification of human rights violation through so-
cial media posts. In short, it is a binary classification
task where given a Tweet it checks whether there is any
incident about human rights violation. We labelled a
Tweet with “1” when we see that it contains informa-
tion, event, fact or incident about human rights viola-
tion. The concerned Tweet may also contain location
where the incident occurred. The additional clues that
we considered for tagging were: (i) there may be a vic-
tim such as any community, person, group of people,
and (ii) information about the assailant who violated
the rights. The dataset that we created is different from
the existing sentiment analysis tasks, where sentiments
such as feelings and opinions of the user are checked
based on content of the post alone. In our case, it is
more focused on facts that is encoded in the Tweet. In
sum, we labeled each of the collected clean Tweets with
either one of the two categories: ‘1’ (indicating the vi-
olation of human rights), ‘0’ (normal post that does not
indicate any violation of human rights). Note that since
data annotation is an expensive and time-consuming
task, we had only single annotator for this task, who
is a native speaker of English and has excellent knowl-
edge in Tweets or micro blogs.
On completion of annotation task, we ended up with a
list of 10,077 annotated Tweets. Figure 1 shows the dis-
tribution of these instances in each class (‘1’ and ‘0’).
As can be seen from Figure 1, this is a highly imbal-
anced dataset. We see that the number of instances of
the minority class (‘1’: indicating human rights vio-

Figure 1: Class Distribution.

lation) is 1,057, and the same of the majority class is
9,020 (‘0’: indicating no human rights violation). We
split the data set into two parts: train and test sets. The
train and test sets contain 7,557 and 2,520 instances,
respectively.

3.3. Quality of Annotation
At the end of the annotation task, each tweet is associ-
ated with one of the two tags: ‘1’ or ‘0’. Since we have
one annotator, one value is associated with each of the
10,077 Tweets. In order to measure how good annota-
tion process was, a set of 200 Tweets were randomly
sampled from the data set such that they are equally
distributed across the both classes, and annotated by
another annotator. The second annotator who only an-
notated this small set of Tweets (200) were instructed
with the annotation guidelines that were given to the
first annotator. On completion of this annotation task,
we computed inter-annotator agreement using Fleiss’
Kappa (Fleiss and Cohen, 1973) at Tweet level. For
each tweet, we count an agreement whenever two an-
notators agree with the annotation result. We found the
Kappa score to be high (i.e. 0.90) for the annotation
task. This indicates that our tweet labeling task is to be
excellent in quality.

3.4. Overview on our HRVI Systems
Figure 2 illustrates the working architecture of our
HRVI system. Each of the components of the HRVI
model is clearly shown in Figure 2, and they are placed
under three different layers: data layer, logical layer
and client layer. The data layer includes tasks such as
data collection, cleaning and annotation. Spacy,8 an
open-source software library for advanced natural lan-
guage processing, is used for data cleaning. It also
took into account abbreviations, slangs, #tags, links,
user tags, and provided us a clean data. We performed
tonenisation, stop word removal and encoding (word
embedding) based on the requirements of our learn-
ing algorithms. TF-IDF weighting is used for classical
machine learning algorithms, i.e. random forest (RF),
support vector machine (SVM)). RF is an extension of
Bagging technique, which includes subspace sampling

8https://spacy.io/
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strategy. Hyperparameters for the RF classifier were
tuned using GridSearchCV,9 a hyperparameter search
technique using cross validation. As for SVM, we used
the default set of hyperparameters of Scikit-learn10 for
our experiments.
Vaswani et al. (2017) introduced Transformer as an
efficient alternative to recurrent or convolutional neu-
ral networks. Based on the Transformer architecture,
Devlin et al. (2018b) proposed a powerful NN archi-
tecture – BERT – for a variety of NLP tasks including
text classification such as sentiment analysis. BERT is
a multi-layer bidirectional Transformer encoder archi-
tecture which provides context-aware representations
from an unlabeled text by jointly conditioning from
both the left and right contexts within a sentence. It
can also be used as a pre-trained model with one addi-
tional output layer to fine-tune downstream NLP tasks,
such as sentiment analysis, and natural language in-
ferencing. For fine-tuning, the BERT model is first
initialized with the pre-trained parameters, and all of
the parameters are fine-tuned using the labeled data
from the downstream tasks. There were two steps in
BERT training: pre-training and fine-tuning. During
pre-training, the model is trained on unlabeled data. As
for fine-tuning, it is first initialized with the pre-trained
parameters, and all of the parameters are fine-tuned us-
ing the labeled data from the downstream tasks (e.g.
sentiment analysis). This strategy has been success-
fully applied to different fact checking tasks in social
media (e.g. Williams et al. (2020)). In this work, we
also investigated human rights violation identification
in social media sphere using BERT.

4. Results and Discussion
In order to evaluate our HRVI models, we used metrics
that are widely used for evaluating classifiers, i.e. accu-
racy, recall, precision and F1. In Table 1, we show the
performance of our classifiers in terms of these metrics.
As can be seen from Table 1, RF and SVM performed
excellently in the task. BERT produces a moderate per-
formance (an F1 of 0.80 and 75% accuracy on the test
data).

Acc Precision Recall F1
RF 0.93 0.93 0.93 0.92
SVM 0.93 0.93 0.93 0.92
BERT 0.75 0.91 0.75 0.80

Table 1: Performance of our HRVI models.

We also show their performance using confusion ma-
trix, which provides more insights on how they perform
on each class. In Figure 3, we show confusion ma-
trix for the RF classifier. As can be seen from Figure
3, RF is able to classify most of the test set instances

9https://scikit-learn.org/
10https://scikit-learn.org/stable/

correctly. However, it misclassified 161 instances of
the positive class, i.e. they were incorrectly classified
as normal Tweets (‘0’) (i.e. false negative (FN)). In
sum, it performed poorly on the positive class (i.e. true-
positive rate (TPR): 103 / 264 = 39.01%), and we are
mainly interested in that class.
We show confusion matrix for SVM in Figure 4.
We obtained a slightly improved classification perfor-
mance. In other words, we obtained a slightly higher
TPR (108/264 : 40.04%) this time. Again, its perfor-
mance is below par on the class we are interested in.
We show confusion matrix of classification results ob-
tained with BERT in Figure 5. We see from Figure 5
that performance of BERT is much worse than that of
RF and SVM.
Our dataset is a mixture of different types of posts in-
cluding personal information, opinions, events, infor-
mation about articles and publications on human rights.
Moreover, this is a class-imbalanced data set (10% of
Tweets were based on factual Tweets about human right
violation). We manually looked at the Tweets of both
classes. We observed that a number of Tweets of ma-
jority class seems to be factual Tweets at first glance.
However, they were either instructive texts or expres-
sions about opinion on human rights. As an exam-
ple, we show a Tweet that belong to the majority class
(class ‘0’): “Students have the right to protest. Vio-
lence against peacefully protesting students —or any-
where else—can’t be justified under any circumstances.
As protests spread to campuses, we urge authorities to
respect the right to dissent by peaceful protesters”. It
is an opinion and not a factual post. It has a nega-
tive polarity. However, it does not express the fact that
any harm was caused or any human right was violated.
Such type of Tweets of training data could be one the
reasons for poor TPR. We conjecture that another rea-
son for poor TPR is the nature of our gold-standard
dataset, which is class-imbalanced. Investigating this
area (i.e. dealing with class-imbalanced data) is part of
our future research plans.

5. Conclusions and Future Work
In this work, we investigated detection of violation of
human rights via social media. We chose one of the
most popular micro-blogging websites, Twitter, for our
investigation. We used supervised learning algorithms
in order to build human rights violation identification
(HRVI) models such as Random Forest, Support Vector
Machine, and state-of-the-art classification algorithm
BERT. For this, we manually created a gold-standard
dataset, which is in fact one of the main contributions
of this work. The performance of our classifiers seem
to be excellent in this task if we consider both classes.
However, their performance are below par on positive
class (i.e. on identifying Tweets in relation to incidents
of human right violation). We identified a number of
potential causes for this disparity. In order to counter
this anomaly, in future, we plan to examine the fol-
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Figure 2: Project Architecture

Figure 3: Confusion Matrix: RF

Figure 4: Confusion Matrix: SVM

lowing aspects of the task: (i) we want to increase the
coverage for the positive class, (ii) exploring state-of-
the-art strategies that deal with class-imbalanced text
data, and (iii) play with different hyperparameters of
the BERT model.

Figure 5: Confusion Matrix: BERT
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Abstract 

Inclusion, as one of the foundations in the diversity, equity, and inclusion initiative, concerns the degree of being treated as an 
ingroup member in a workplace. Despite of its importance in a corporate’s ecosystem, the inclusion strategies and its 
performance are not adequately addressed in corporate social responsibility (CSR) and CSR reporting. This study proposes a 
machine learning and big data-based model to examine inclusion through the use of stereotype content in actual language use. 
The distribution of the stereotype content in general corpora of a given society is utilized as a baseline, with which texts from 
a corporate under discussion are compared. This study not only propose a model to identify and classify inclusion in language 
use, but also provides insights to measure and track progress by including inclusion in CSR reports and to build an inclusive 
corporate team.  
 
Keywords: corporate social responsibility (CSR) reports, inclusion, word embeddings, baseline, big data   
 

1. Introduction 
Diversity, equity and inclusion (DE&I) are essential 
cornerstones of Corporate Social Responsibility (CSR) 
(Fenwick and Bierema, 2008; Grosser and Moon, 
2005). The CSR report, as one of the most important 
outlets to communicate a corporate’s social 
engagement and impact, provides insights to a 
corporate’s social norms. However, DE&I, especially 
the inclusion, lacks adequate attention in CSR reports 
(Hunt et al., 2020, among many others). As inclusion 
focuses on treating a person as ‘we’ (ingroup) rather 
than ‘them’ (outgroup), and is mediated by the use of 
stereotyping languages, we are interested to examine 
inclusion through Warmth and Competence, the two 
universal dimensions in stereotype content (Fiske et al., 
2002). This niche in CSR reporting motivates us to 
employ machine learning techniques and big data 
samples to study stereotype content in actual language 
use. Word embedding, as a powerful technique in 
studying the semantic association between words, are 
employed to identify the stereotype content and 
analyze its distribution in a general corpus and use the 
results as a baseline. Furthermore, the collection of 
internal and external documents and texts in a 
corporate can be utilized to measure and compare with 
the baseline, hence developing a better understanding 
of the progress of a corporate’s efforts in promoting 
inclusion. This study aims to establish and 
demonstrate a model that can be applied to CSRs in the 
future in order to unveil the corporate’s stand on 
inclusion and their DE&I efforts at large. Measuring a 
corporate’s use of stereotype content against the 
society’s norm of stereotypes in general corpora, this 
study gives CSR reports a clear baseline to do better 
than.  
 
The rest of the paper is organized as follows. Section 
2 reviews the previous studies regarding inclusion, 

stereotypes, CSR reports and machine learning 
approaches. In Section 3, a word embedding based 
model to study stereotype content in general corpora 
(i.e. baseline) and the corporate corpus is proposed and 
referred to as the Word Embedding Inclusion Model 
(WEIM).  We then, in Section 4, report a research plan 
to examine the distribution of Warmth and 
Competence of different temporal points in the US 
society from American English corpora and use the 
findings as a baseline, which can be compared with 
corporate datasets. The paper is concluded in Section 
5.  

2. Literature review  
2.1 Diversity, Equity and Inclusion in 
Businesses  
Social responsibility, also known as corporate social 
responsibility, refers to the ways that a corporate 
positions itself to make positive influence on the 
community and society at large (Fenwick and Bierema, 
2008). CSR initiatives require a corporate not only to 
focus on making money and profitable gains, but also 
take a longer and strategic view of their ‘impact 
economically, socially, environmentally, and in terms 
of human rights’, on a wide range of stakeholders 
(CIPD, 2003). CSR is an important approach to align 
business strategies with the value and well-being of the 
society, thus strengthening the connection between 
employers and employees. CSR initiatives have been 
incorporated into the branding of the corporate (Hon 
and Gamor, 2021).  
 
While CSR relating to personal well-being starts from 
inside the corporate, it is communicated externally 
through outlets, such as corporate websites, blogs, and 
public reports showing their businesses’ cultures and 
priorities. One of the most important public-facing 
reporting outlets is the CSR reports, providing insights 
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into an organization’s workplace norms, hiring 
practices, and overarching aspects of organizational 
culture (De Stefano et al., 2018).  
  
DE&I initiatives, aiming to create a welcoming 
environment for less privileged identities, are an 
essential aspect in employers’ CSR strategies, due to 
social pressure, increased diversity in clients, and 
public policies (Moore et al., 2017). Grosser and Moon 
(2005), for example, report the criteria and benefits of 
including gender equality into CSR reports. The 2020 
analyst report by McKinsey & Company shows that 
the gap in ethnic diversity is larger than gender 
diversity between the top-quartile and the fourth 
quartile corporates, and this trend is likely to continue 
(Hunt et al., 2020). The lack of ethnic minority 
diversity is even more evident in the UK and US. The 
representation of ethnic minorities in the executive 
team in the UK and US is 13 percent in 2019, which 
only increased from 7 percent in 2014, whereas the 
global dataset shows that 14 percent of ethnic 
minorities are represented in the executive team, 
increased from 12 percent in 2017. Even though DE&I 
is the crucial aspect of marketing and talent acquisition, 
inclusion, which is the ‘degree to which an employee 
is accepted and treated as an insider by others in a work 
system’ (Pelled et al., 1999), is not yet prioritized in 
corporates’ CSR reporting and strategies. In the 
tourism workforce, for example, Hon and Gamor 
(2021) have advocated for the inclusion of minority 
groups as CSR strategies and corporate images. 
Furthermore, in the advancement of DE&I culture in 
industrial settings, employees’ negative sentiments 
towards inclusion in their workplace experience is 
markedly worse than the ones towards diversity in 
McKinsey’s diversity report in 2020 (Hunt et al., 2020). 
This challenge is still visible for relatively diverse 
corporates. Among many aspects of inclusion, 
freedom from bias and discrimination is one of the 
important factors.   
 
As businesses face increased demands for inclusion, it 
is worth continued research to help corporates identify 
their advantages and problems compared with the 
norm in the society, and thus, based on that, corporates 
can further enhance inclusive practices, organizational 
cultures, and policies.  
 

2.2 Inclusion, Stereotypes, and Language Use 
Inclusion can be affected by negative attitudes and 
stereotypes (Sanders and Sullivan, 2010; Krischler et 
al., 2018). Being both positive and negative, 
stereotypes in both polarities can be found in a given 
social group.  In Stereotype Content Model (SCM), 
Warmth and Competence are two universal 
dimensions to evaluate stereotype content (Fiske et al., 
2002; Fiske, 2018). Warmth (trustworthiness, 
sociability) can be depicted as ‘good-hearted’ and 
‘benevolent’, and features such as ‘competent’, 
‘intelligent’ are used to describe Competence (capable, 
agentic). The degree that Warmth and Competence are 

ascribed to high and low levels reflects how ‘we’ 
believe and evaluate ‘others’. The arrays of Warmth 
and Competence are further classified based on their 
high and low levels: High Warmth (HW), Low 
Warmth (LW), High Competence (HC), and Low 
Competence (LC). The combined interpretation of the 
stereotype content and its levels define different social 
groups: for instance, elderly people are regarded as 
HW-LC, Whites are HW-HC, the rich are commonly 
believed as LW-HC, and Blacks as LH-LC (Fiske et 
al., 2002, Durante et al., 2017a, 2017b).  According to 
the SCM, a society’s default group or ingroup is 
believed to be ‘us’ that are high on both Warmth and 
Competence, whereas the group of ‘them’, depicting a 
stereotype of exclusion, is low on both dimensions. 
The rest of the combinations are ambivalent, meaning 
that they are high on one dimension only, such as being 
high in Warmth but low in Competence (Durante et al., 
2017b).  
 
There have been several attempts to apply the SCM to 
investigate the actual use of languages. In Dupree and 
Fiske’s (2019) study, they apply the SCM to analyze 
the past campaign speeches of the White Republican 
and Democratic presidential candidates and compared 
their speeches with different target audiences. The 
findings exhibit that, when addressing audiences who 
are mostly minority groups, Democrats use more 
Warmth than Competence. As the use of stereotype is 
reflective of social inclusion, analyzing the 
distribution along the Warmth and Competence 
dimensions in actual language use can reveal inclusion 
towards a group in a natural way.   
 

2.3 Word Embedding in Stereotypes 
The study of stereotypes has been broadly explored 
with human subject research (Katz and Braly, 1933; 
Fiske et al., 2002) and text-based analysis (Henley, 
1989). Recent development in machine learning offers 
great promise and valuable insights to understand 
stereotypes. Word embeddings are an unsupervised 
neural network-based technique to capture semantic 
associations of words with relationships between 
vectors. Word2vec (Mikolov et al., 2013a, 2013b), as 
one of the most popular techniques in word 
embeddings, takes a large amount of textual data as 
input and represents a word as a list of low-dimension 
vectors. The cosine similarity function between the 
vectors indicates the degree of semantic similarities 
between the words. For example, a higher cosine 
similarity score can be found between words ‘man’ 
and ‘woman’ than the pair of ‘man’ and ‘pen’. The 
vector representation can be obtained by the models of 
Skip-gram and Common Bag of Words. This project 
will choose the Skip-gram model as we are more 
interested in predicting a word within a certain range 
before and after the target word in the same sentence 
(a.k.a. window size).  
 
There have been some studies using word embedding 
techniques to study stereotype languages. Garg et al. 
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(2018) have proved that word embeddings are robust 
in extracting and analyzing ethnic and gender 
stereotypes over 100 years. Since Garg et al.’s (2018) 
longitudinal survey, word embeddings have been 
widely applied as a method of extracting features out 
of texts and using those features as an input to machine 
learning model to shed light on stereotype expressions 
and the attitudes towards them (Charlesworth et al., 
2021; Kroon et al., 2021). However, there has been less 
work on applying machine learning techniques to 
examine the SCM and analyze how the properties of 
stereotype content are manifested in actual languages.  
 
Given the fact that little research exists about how 
inclusion is addressed in CSR reports with machine 
learning tools, this study attempts to address this niche 
by using word embedding techniques to analyze 
stereotype content. Specifically, the distribution of 
stereotype content in a general corpus will be 
employed as a baseline, with which the one in 
corporate corpora, consisting of published resources of 
a corporate, will be compared and reported in CSR 
reports. In the rest of the study, we will detail the 
model based on word embedding techniques on 
stereotype content with a preliminary case study.  
 

3. Methodology  
In this section, the Word Embedding-based Inclusion 
Model (WEIM) in CSR reports is proposed to address 
the niche on inclusion as reflected in the language use 
of stereotype content. Figure 1 illustrates the 
architecture of the proposed method, which is a 
machine learning framework that classifies stereotypes 
into Warmth and Competence, and identifies the 
keywords associated with the two categories based on 
deep semantic representation.   

Figure 1: The pipeline of the Word Embedding-based 
Inclusion Model (WEIM). 

 
In this model, the baseline corpus and the corporate 
corpus, respectively, go through the pipeline in the 
WEIM. The unstructured raw texts in each corpus, 
after preprocessing, was trained on word embeddings, 
which converts each word into a vector for calculation. 
In the following bootstrapping module, keywords 
about particular social groups (e.g. ethnic groups, 
gender groups) and stereotype content of Warmth and 

Competence were automatically extracted from each 
corpus. For example, in a case study on ethnic groups 
in the USA, ‘Asians’, ‘Blacks’, ‘Hispanics’, and 
‘Whites’ can be used as seed words to extract the 150 
most similar words to those seed words for each ethnic 
group. In a similar way, seed words related to the 
positive and negative Warmth and Competence were 
chosen to automatically extract the 150 most similar 
words based on the Euclidian distance. After manual 
checking, the remaining words are the valid keywords 
used in the rest of the analysis. In the next module on 
the semantic similarity calculation, the keywords in 
each social group and in each positive/negative 
category of the two stereotype content dimensions 
were iterated and paired to calculate the average cosine 
similarity score of that particular social group in terms 
of its stereotype content. Specifically, for each corpus, 
we calculate the cosine similarity score of the 
keywords pairing between each social group and each 
component in the stereotype content. We have until 
now collected the average sim values of positive and 
negative Competence and positive/negative Warmth 
that pair with a given social group, in terms of the 
corporate corpus data and the baseline corpus data. 
Finally, we can compare the two sets of data and 
examine the performance of the language of inclusion 
in corporate data vis-à-vis the baseline general corpus 
data.  
 

4. A Proposal for a Study on Ethnic 
Inclusion  

In this section, we will use a set of American English 
corpora in general to illustrate how we can incorporate 
the data generated from this baseline corpus to better 
understand the use of stereotype in corporates. The 
baseline corpora for this case study are the Brown 
Family Corpora, consisting of a) the original Brown 
corpus (Francis and Kucera, 1979), b) the Freiburg 
update of the Brown corpus (Frown; Hundt et al., 
1999), and c) the recent update of the Brown corpus 
around the year 2009 (Crown; Xu and Liang, 2009). 
These three corpora of American English follow the 
same sampling pattern in the Brown corpus. Each of 
the three corpus contains 500 documents with 
approximately 2,000 words on average, consisting of 
textual collections published in the years 1961, 1991, 
and 2009 (± 1 year), respectively. The three corpora 
cover four broad text types: press, general prose, 
learned writing, and fiction, which is meant to present 
American language use in general. In total, the 
baseline corpora have approximately three million 
words and contain three temporal points in the 1960s, 
1990s, to approximately the 2010s. Additionally, the 
corporate corpus can be composed of internal and 
external documents and texts published by a given 
corporate, such as news reports about this corporate, 
past public-facing reports (e.g., CSR reports), 
corporate websites, blogs, and transcripts of recorded 
meetings in internal and external channels (with prior 
ethical approval). Both baseline corpora and the 
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corporate corpora will undergo the same pipelines as 
detailed in the rest of the section, including but not 
limited to following the same preprocessing methods 
and using the same seed words to extract social group 
and stereotype content wordlists. In what follows, I 
will propose a preliminary study to identify and extract 
information in the baseline corpus, and build on the 
data reported in Lu et al. (to be submitted) to examine 
the baseline vis-à-vis the corporate corpus.  
 
In this preliminary study, following the WEIM model, 
we will use Python to preprocess raw data from 
corpora, such as turning all letters to lower cases, 
removing non-alphanumeric characters, before 
training word embeddings. Gensim’s word2vec skip-
gram model (Mikolov et al., 2013a) will be used and 
each word will be returned with 300 dimensions in our 
training corpus. Each corpus will be trained 
individually to examine the over-time variation of the 
three temporal points.  Finally, some simple analogy 
tests (e.g. man is to king, as woman is to___) will be 
performed to warrant the quality of the embedding 
models.  
 
In the next module of bootstrapping, we consider 
stereotypes in the four ethnic groups in the US, namely 
Whites, Blacks, Hispanics, and Asians (e.g., Durante 
et al., 2017a). After word embedding training, seed 
words of ‘Whites’, ‘Blacks’, ‘Hispanics’, and ‘Asians’ 
can be used to bootstrap ethnic groups in the corpus. 
According to their cosine similarity scores, the first 
150 most similar words to those seed words can be 
automatically extracted as the wordlist for ethnic 
groups. As for high/low levels of Warmth and 
Competence, seed words of ‘warm’ and ‘warmth’ 
(+W), ‘unkind’ and ‘unfriendly’ (-W), ‘competence’ 
and ‘competent’ (+W), and ‘incompetence’ and 
‘incompetent’ (-C) will be used as seed words to 
extract, for example, the top 100 words that are similar 
to those seed words. Manual checking will be 
performed to 1) keep positive words in the positive 
groups and negative words in the negative groups; 2) 
remove irrelevant words generated from the wordlists. 
The wordlists of stereotype content will be paired with 
ethnic groups (e.g. (Japanese, kind) and (Chinese, 
friendly)) to compute the cosine similarity scores.  
 
For this preliminary proposal, a sub-corpus with 
corporate texts from the baseline will be extracted and 
used as the corporate corpus. Based on the metadata of 
Brown, Frown, and Crown corpora, texts, such as news 
reports, about corporates or industries will be extracted 
to build the corporate corpus. This corpus of raw texts 
will follow the same pipelines as the baseline corpus 
to get word embedding score of each word and the 
similarity scores of the pair of the ethnic group and 
stereotype content.  
 
Lu et al. (manuscript) used the same three baseline 
corpora as this current study, and also followed the 
similar approach as detailed above. In their research, 
data show that Asians are always ascribed to LW and 

HC and Blacks to HW and LC, the stereotype of which 
are supported by many social psychological studies 
(e.g., Swencionis et al., 2017; Froehlich and Schulte 
2019). Even though questionnaire-based studies (e.g. 
Fiske et al. 2002) show that high value of Competence 
and Warmth shows inclusion, Lu et al. (manuscript) 
argue that HW and HC may not necessarily be the 
indicators of inclusion in actual language use. In their 
data, they found that Asians do not use HW to 
represent their inclusion. Instead, the consistent pattern 
of LW and HC in Asians vis-à-vis the equally 
consistent pattern of HW and LC in Blacks, and the 
tendency that Asians are inclined to be grouped 
together with Hispanics and Whites imply that the 
(dis)association with a particular ethnic group is a 
special way to represent inclusion in the actual 
language use. The other finding that is worth our 
attention is that, while Blacks are usually assigned 
with high warmth category, this is not true in the 
Brown corpus, where Whites are assigned with high 
warmth. On the other hand, this unusual pattern may 
align with the white supremacy view in the 1960s 
when the Brown corpus were constructed.   
 
Building upon their findings regarding the distribution 
of Warmth and Competence in the baseline corpus, we 
can compare the results generated from the corporate 
corpus. The practical application for this comparison 
in a CSR report can be captured threefold. Firstly, the 
baseline corpus presents the norm of stereotype use in 
a given society (USA in this case study) at different 
temporal points. For example, it is likely to see a surge 
of content in describing Whites are warmth in the 
1960s’ corporate data in the USA, whereas Blacks are 
increasingly perceived as being warm since 1990s. 
Secondly, the WEIM applies the same seed words to 
bootstrap and the same methodology to calculate, and 
thus compare the stereotype language use in corporate 
data versus the general social trend. For example, the 
high competence score of Asians does not necessarily 
imply that a corporate is inclusive in this aspect, 
because the high competence scores in Asians can be 
the baseline of a society in general. Thirdly, the WEIM 
encourages a balanced view of high and low stereotype 
content towards any given group of people, thus 
promoting inclusion in workplace and society.  
 

5. Conclusion   
This paper proposed the model of WEIM, a word 
embedding based approach to use general corpora as a 
baseline to better understand the stereotype content in 
corporate language dataset, thus promoting the 
inclusion in CSR reports, which rarely use machine 
learning techniques and big data samples. We then 
propose a preliminary case study to figure out the 
inclusion of ethnic minorities in the actual language 
use of American English in general corpus vis-à-vis 
the sub-corpus of corporate texts in three different 
temporal points. The results from general corpus data 
will be treated as a baseline to help corporates further 
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measure and compare the distribution of stereotype 
content in corporate datasets, and, eventually, promote 
the incorporation of inclusion in CSR reports.  
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Abstract
Pharmaceutical text classification is an important area of research for commercial and research institutions working in the
pharmaceutical domain. Addressing this task is challenging due to the need of expert verified labelled data which can be
expensive and time consuming to obtain. Towards this end, we leverage predictive coding methods for the task as they
have been shown to generalise well for sentence classification. Specifically, we utilise GAN-BERT architecture to classify
pharmaceutical texts. To capture the domain specificity, we propose to utilise the BioBERT model as our BERT model in the
GAN-BERT framework. We conduct extensive evaluation to show the efficacy of our approach over baselines on multiple
metrics.

Keywords: Generative Adversarial Network, Text classification, BERT

1. Introduction

Occurrence frequency of misleading statements has in-
creased in industries such as financial, legal, social
media, health, biomedical and pharmaceutical. Mean-
while natural language processing has grown rapidly in
particular due to machine learning and deep learning
methods that provide mechanisms to classify text au-
tomatically. Various innovative approaches have been
proposed. Devlin et al. (2019) proposed a BERT (De-
vlin et al., 2019) based classifier for the classifica-
tion problem. Jofche et al. (2021) suggested the use
of transfer learning for knowledge extraction from the
classified pharmaceutical text while Croce et al. (2020)
proposed a Generative Adversarial Network (GAN)
based model leveraging the BERT architecture for the
text classification. Sarkar et al. (2021) investigated
Naive-Bayes, SVM, Multi-Layer Perceptron (MLP),
Sentence-BERT(S-BERT), Laser, Zero-Shot and Few-
Shot approaches to legal-financial text classification.
In the United States, the Food and Drug Administra-
tion (FDA) is responsible for protecting public health
by ensuring the safety, efficacy of drugs. Promo-
tional communications must meet the following crite-
ria, which are based upon the FDCA: be clear, accurate
and truthful, not be misleading, promote only cleared
or approved intended use, be supported by valid sci-
entific evidence, and include a fair balance between
benefits and risks. In this paper, we focus on clas-
sification in the pharmaceutical industry for detecting
misleading claims. We have adopted and extended
a triplet network classifier (Sarkar et al., 2021) and
GAN-BERT. Both models are relatively unexplored in
the pharmaceutical domain. Firstly, we train a sys-
tem on Naive-Bayes, SVM, MLP, S-BERT (Reimers
and Gurevych, 2019) and Laser (Artetxe and Schwenk,
2019). Secondly, we train a system on GAN-BERT.

Finally, to factor the domain specificity, we replace the
BERT of GAN-BERT architecture with BioBERT (Lee
et al., 2020), which is a BERT architecture fine-tuned
on biomedical text. The semi-supervised approach of
GAN-BioBERT with GAN’s generative nature and the
results of Bio-BERT on biomedical datasets motivated
us to use them to optimise our results.

2. Related Work
Application of innovative techniques such as GAN-
BERT, BERT, few-shot and zero-shot learning in the
biomedical domain has been successfully explored.
However, the extraction classification of biomedical
and pharmaceutical text is difficult due to the domain
specificity of terms and the inter-dependency of such
terms with other tokens in the text. In most cases, it
involves training models on large volumes of labelled
data that can be expensive and time-consuming. To-
wards this end, Flores et al. (2019) posited FREGEX
to extract biomedical features using regular expression.
The authors used string based algorithms for extracting
tokens having similar patterns and contextual features.
Similarly, Flores et al. (2020) proposed CREGEX, an
innovative method for automatically generating infor-
mative and discriminative regular expression.
With the advent of deep-learning based models, Yao
et al. (2019) proposed a knowledge guided convolu-
tional neural network model utilising a rule-based fea-
ture extractor for clinical text classification. Du et al.
(2019) suggested the use of a label prediction network
for biomedical text classification. On the other hand,
Wu et al. (2021) proposed Bio-IE, a novel method util-
ising a hybrid neural network for extracting relations
from biomedical text. They used multi-head enhanced
convolutional graph to capture the complex relations
and context information resisting noise. Luo (2017)
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proposed a LSTM model for learning word and con-
textual embeddings without the need of manual feature
engineering.
Vaswani et al. (2017) posited transformer architecture
for improving the representational capacity of LSTMs.
Devlin et al. (2019) utilised the transformer architec-
ture and proposed BERT to obtain contextualised rep-
resentation of sentences as well as tokens in sentences.
They showed the efficacy of BERT on various natu-
ral language processing tasks. Bio-BERT (Lee et al.,
2020) is fine-tuned BERT which is pre-trained with
bio-medical dataset for capturing the dependencies be-
tween domain specific terms.
Even though GAN-BERT gave good results on classi-
fication tasks, BERT’s capacity to handle bio-medical
data wasn’t that great as it cannot extract those features.
Due to this GAN-BERT failed on bio-medical dataset.

3. Methodology
In this section, we begin with a formal definition of the
GAN architecture. We then outline the semi-supervised
training of the GAN for legal pharmaceutical text clas-
sification. We begin by describing the semi-supervised
training of GAN for text classification and then focus
on the details of the Model Architecture used in this
work.

3.1. Generative Adversarial Network
We leverage the GAN architecture for the classifica-
tion task. The GAN architecture consists of two net-
works interacting with each other, a discriminator and
a generator. The generator constructs ‘fake’ examples
to deceive the discriminator during the classification
task, while the discriminator is trained to distinguish
the generated samples from the real samples present
in the dataset. The generator and the discriminator
are trained together in an adversarial setting. In this
work, the GAN network is trained using the Minimax
loss (Goodfellow et al., 2014) as outlined in Equation 1.

L =
min

G

max

D
(Ex∼Pdata

[log(D(x))]+

Ez∼Pz [1− log(D(G(z)))]) (1)

where D and G are the discriminator and the generator
network to be learned and z is the noise induced in the
model to generate artificial samples using the genera-
tor.

3.2. Semi Supervised Training of Generative
Adversarial Network

The goal of the classification task is to classify a sen-
tence into one of K classes. Following Croce et al.
(2020), we train the GAN in a semi-supervised setting,
wherein the discriminator and the generator are trained
together. Given a set of K classes for text classifica-
tion, the discriminator is trained to classify a piece of
text into one-of-K classes. In addition to the K classes,

we add an extra K+1 class to train the discriminator to
classify the samples generated from the generator into
the K + 1 th class. Introducing the additional class en-
ables the network to learn from unlabelled examples as
well.

3.3. Model Architecture

We leverage the GAN-BERT architecture to classify le-
gal pharmaceutical text in a semi-supervised setting.
Given a text sequence s = (w1, w2, ..., wn) consisting
of n tokens, we leverage a pre-trained BERT model
to obtain a contextual representation of s. The BERT
model encodes each token to a dreal ∈ R dimensional
contextualised vector. We consider the CLS token rep-
resentation of the BERT model as the representation of
s. Mathematically we define it as:

e = BERT(sdata) (2)
sdata = e([CLS]) (3)

where BERT denotes the BERT encoding architecture.
On the other hand, during semi-supervised training of
the GAN, we sample a dfake ∈ R vector as the noise
vector for the generator. This noise vector is fed as
input to the generator for generating adversarial exam-
ples. The generator then generates a dreal ∈ R dimen-
sional vector which is then sent to the discriminator for
classification. Mathematically, the generator network
is defined as:

z ∼ Uniform(0, 1) (4)
sG(z) = MLP (z) (5)

where the MLP is a 5 layer dense network with
LeakyRelu activation function as the non-linearity in
each layer. We do not introduce any activation func-
tion in the final layer of the MLP. The noise vector is
sampled from a uniform distribution (0, 1).
Similar to the generator, the discriminator is also mod-
elled as a multi-layer perceptron with 5 dense layers
with LeakyRelu activation function in every layer ex-
cept for the last layer. As the role of the discriminator
is to classify the text into K+1 classes, the output from
the final layer layer is passed through a Softmax layer
to assign probabilities of the sentence belonging to a
specific class. Mathematically we define the discrimi-
nator and the final classification as:

logits = MLP (s) (6)
Pclass = Softmax(logits) (7)

where Pclass denotes the probability of a text sequence
belonging to a specific class.
For the final classification of a sentence, we utilise
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Equation 8 to assign a class to the sentence.

class(s) =

{
compliant p ≥ α

non-compliant p < α
(8)

where the threshold value α is a hyperparameter to be
set.

4. Experimental Setup
In this section, we begin with a description of the
dataset used in this work. Thereafter, we outline the
baseline methods and the evaluation metrics on which
we evaluate the performance of our proposed approach.

4.1. Dataset
We curated the dataset by considering external data
sources concerning the pharmaceutical domain. This
is a public dataset from Warning/Untitled letters from
the FDA and FTC enforcements that was taken from
the public data of largest pharmaceutical companies in
the US. The dataset was then sent to a team of in-house
experts for filtering low-quality instances. The resul-
tant dataset contained 3,786 compliant sentences and
345 non-compliant sentences.
We split the final dataset into 70%, 15% and 15% as
training, validation and test set. The resultant train-
ing set contained 2,784 and 245 compliant and non-
compliant sentences respectively, while the validation
and the test set contained 501 and 50 compliant and
non-compliant sentences.
The Sentences being compliant and non-compliant is
subject to the FDCA based on the information men-
tioned in them if any. Some examples from the dataset
are mentioned in Table1.

4.2. Baseline and Evaluation Metrics
We compare our proposed approach again with the fol-
lowing baseline methods:

• Naive Bayes: We utilise the TF-IDF scores of to-
kens in the sentences to train a Naive Bayes model
for the classification task.

• Multi-Layer Perceptron: We use the TF-IDF
scores of tokens in the sentences as inputs to a 2-
Layer dense neural network, with ReLu activation
in the first layer, to train the classification model.

• SVM: Similar to the MLP model, we learn an
SVM model for the classification task. We set the
regularization parameter C and gamma to 1.0 and
0.1 respectively.

• Sentence-Bert (Reimers and Gurevych, 2019):
Sentence-BERT is Transformer (Vaswani et al.,
2017) based sentence encoders that capture the
rich semantic information in a sentence into a
fixed-size vector. We encode each sentence using
the Sentence-BERT architecture and then pass the
sentence embedding to a 2 layer dense network for
classification.

• LASER (Artetxe and Schwenk, 2019): Similar to
the Sentence-BERT baseline, we encode each sen-
tence using its LASER embedding and pass it to a
2 layer dense network for classification.

4.3. Implementation Details
For the Sentence-BERT baseline, we use the pub-
licly available SBERT-BASE-NLI-MEAN-TOKENS 1

as our sentence encoder. While we utilise the
LASER embeddings to encode the sentences to a 1024-
dimensional vector. We use the publicly available
BioBERT 2 as a replacement of the BERT model in our
proposed approach.
We fine-tune the model with a learning rate of 5e-5 for
both the generator and discriminator and batch size of
64 for 10 epochs with Adam optimizer. For the final
classification, we plot the ROC curve and based on the
distribution we set the α in Equation 8 to 0.7.

5. Results
In this section we outline the results of using our ap-
proach. We begin with the quantitative analysis of the
performance of our approach against the baseline meth-
ods. Thereafter, we conduct an ablation study of re-
placing the Bio-BERT architecture with other BERT
based encoders. Following this, we analyse the per-
formance of our model in a few-shot setting wherein
our approach and other baselines are supplied with a
limited number of labelled examples. Finally, we con-
duct a qualitative analysis of the results and study a few
cases where the labels assigned by our model is differ-
ent from the gold-label. Analysis of our training sug-
gests that, the training loss for generator and discrimi-
nator reduced with each epoch, and validation and test
gave good results, which overruled the speculation of
overfitting arising due to dataset being small to support
deep learning models.

5.1. Quantitative Analysis
In this work, we propose a GAN based approach for
pharmaceutical text classification. Table 2 outlines the
performance of our proposed method against the dif-
ferent baseline methods used for the classification task.
It can be observed that GAN-BioBERT achieves the
best result amongst all models. It should be noted
that GAN-BioBERT has a better performance than
BioBERT showcasing the efficacy of our proposed ap-
proach.

5.2. Replacing BERT architecture
In our proposed approach, we replaced the BERT ar-
chitecture in GAN-BERT with Bio-BERT model. To
study the effectiveness of our choice of model, we re-
place the Bio-BERT model with BERT, RoBERTa and
DistilBERT. We observe from Table 3 that the perfor-
mance degrades when Bio-BERT is replaced with other

1
https://huggingface.co/sentence-transformers/

bert-base-nli-mean-tokens
2
https://huggingface.co/dmis-lab/biobert-base-cased-v1.2
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Table 1: Examples from our dataset to showcase the classes.

Sentence Model Label

1 FCS is a severe and rare disease caused by an enzyme deficiency
that leads to the buildup of chylomicrons and a high risk of life-
threatening pancreatitis.

compliant

2 We are committed to collaborating with the FDA to prevent or
mitigate drug shortages that impact the health of patients.

compliant

3 Rosemary is one of the best essential oils that helps with
headaches.

non-compliant

4 Tested and affordable Immune Plus Mouth Spray supports natu-
ral immune defense.

non-compliant

Table 2: Performance of our proposed method against
different baseline methods for pharmaceutical text clas-
sification.

Model Precision Recall F1 Accuracy

Naive Bayes 1.00 0.02 0.04 0.91
MLP 0.80 0.66 0.73 0.95
SVM 1.00 0.30 0.46 0.94
S-BERT 0.87 0.66 0.75 0.96
Laser 0 0 0 0.91
Bio-BERT 0.86 0.86 0.86 0.97
GAN-Bio-BERT 0.96 0.86 0.91 0.98

Table 3: Impact of the BERT architecture employed
for the pharmaceutical text classification task.

Model Precision Recall F1 Accuracy

GAN-BERT 0.81 0.84 0.82 0.97
GAN-RoBERTa - - - 0.91
GAN-Bio-BERT 0.96 0.86 0.91 0.98

Table 4: Performance of our proposed approach
against different baselines when a limited number of
training examples are present. K denotes the number
of training samples from each class used for training
the models.

#Examples Model Precision Recall F1 Accuracy

BERT 0.14 0.26 0.18 0.78
K=10 Bio-BERT 0.12 0.58 0.20 0.57

GAN-Bio-BERT 0.00 0.00 0.00 0.91

BERT 0.11 0.16 0.13 0.80
K=20 Bio-BERT 0.12 0.48 0.19 0.63

GAN-Bio-BERT 0.42 0.70 0.52 0.88

BERT 0.13 0.54 0.21 0.63
K=50 Bio-BERT 0.12 0.40 0.19 0.69

GAN-Bio-BERT 0.33 0.90 0.48 0.83

BERT 0.17 0.74 0.28 0.65
K=100 Bio-BERT 0.20 0.86 0.32 0.67

GAN-Bio-BERT 0.71 0.68 0.69 0.95

BERT based models. This gives us a clear indication of
the benefits of choosing a BERT model finetuned.
We observe from the Confusion Matrix of Figure 1
that the model misclassified only 9 out of the total 501
test examples and out of the 43 minority class exam-

Figure 1: Confusion Matrix.

ples only 2 were misclassfied. This clearly gives us the
understanding that even after dataset being imbalanced
the non-complaint class is aptly distinguished.

5.3. Few-Shot training
Getting labelled data can be time consuming and ex-
pensive. In this experiment, we train our proposed
model with a limited number of labelled examples. We
compare the performance of our proposed model again
the BERT model and the Bio-BERT model.
Table 4 outlines the performance of different models
when trained on a limited set of labelled data. It is in-
teresting to notice that when there are only 10 labelled
examples (K=10), GAN-Bio-BERT does not perform
better than other baselines. This can be attributed to
the generator generating poor quality samples, hence
negatively impacting the performance of GAN-Bio-
BERT. However, when the number of training samples
(K) is increased, GAN-Bio-BERT outperforms differ-
ent baselines by a large margin on the F1 score as well
as Recall. This result demonstrates the efficacy of our
proposed model on the classification task when a lim-
ited number of training examples are provided.

5.4. Qualitative Analysis
In this section, we analyse a few examples where the
model assigns a different label to the sentence than the
gold-label. Table 5 outlines four such cases. In the
first and second examples, we can observe that the sen-
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Table 5: Error Analysis: Examples where our proposed model produces classification labels different from the
gold labels.

Sentence Model Result Gold Label

1 Indulge in life’s sweetest pleasures whenever you want. compliant non-compliant
2 Lower production of proinflammatory cytokines. compliant non-compliant
3 It is an anticholinergic medicine which helps the muscles around

the airway in your lungs stay relaxed to prevent symptoms such
as wheezing, cough, chest tightness, and shortness of breath.

non-compliant compliant

tences are non-compliant but have been assigned the
compliant class by the model. This might be due to
the fact that these sentences seem incomplete, without
more information it is difficult to say that they are non-
compliant as they just state something without context.
For the third sentence, we can observe that the sen-
tences are compliant but have been assigned the non-
compliant class by the model, this might be due to
the context for both which implies that those specific
medicines definitely work for the said symptoms, but it
is extremely hard to know without having any knowl-
edge about the medicines or context. This show that
proper understanding of use cases of medicines and
possible context about the sentences might help to cor-
rectly classify them.

6. Conclusion
In this work, we propose the use of predictive coding
for the classification of pharmaceutical texts in the in-
dustry. We leverage the GAN-BioBERT architecture
for the task and showcase its efficacy against different
methods on multiple metrics. Additionally, we conduct
a thorough ablation study to show the impact of our
model of choice for the task.
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