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Abstract

Social media is not just meant for entertainment, it provides platforms for sharing information, news, facts and events. In
the digital age, activists and numerous users are seen to be vocal regarding human rights and their violations in social media.
However, their voices do not often reach to the targeted audience and concerned human rights organization. In this work, we
aimed at detecting factual posts in social media about violation of human rights in any part of the world. The end product of
this research can be seen as an useful assest for different peacekeeping organizations who could exploit it to monitor real-time
circumstances about any incident in relation to violation of human rights. We chose one of the popular micro-blogging
websites, Twitter, for our investigation. We used supervised learning algorithms in order to build human rights violation
identification (HRVI) models which are able to identify Tweets in relation to incidents of human right violation. For this,
we had to manually create a data set, which is one of the contributions of this research. We found that our classification
models that were trained on this gold-standard dataset performed excellently in classifying factual Tweets about human rights
violation, achieving an accuracy of upto 93% on hold-out test set.
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1. Introduction monitor event-based situation and tags the location
Over the last two decades, we have seen astounding ~ Over the map. Similarly, Syria Trackerf)is a tool that is
growth and development across a wide range of disci- ~ used for reporting incidents about human rights abuse
plines including science and technology, and the adap- ~ and tag the location of the incidents in map so that its
tation of modern ideologies has significantly acceler- ~ nheighborhoods become aware about the situation.

ated the growth of every nation. However, there are Tl'lere have 'been a stagger'ing growth ?nq usage Qf
still many locations around the world, where people do ~ micro-blogging platforms since the beginning of this
not even enjoy basic human rights and freedoms. In  century. In fact, social media has become one of the

current affairs, there have been countless situations be- mediums, where people raise voices for human rights
falling around the world, where human rights are con- and tend to share factual and truthful events occur-
tinuously being violated, and unfortunately these inci- ring nearby for justice. Over the past decade, NLP re-

dents go unnoticed. Activists across the world aim to ~ searchers both from academia or industry investigated
bring such issues to light as soon as they become aware ~ Sentiment analysis by analyzing data from a variety

of such incidents. Likewise, media reporters and ac- of micro-blogging websites. However, significant por-
tivists are on field risking their lives to cover such in-  tion of these works aimed at identifying characteristics
cidents and bring them in front of the world. We re-  Or opinions of user-generated content such as users’

fer the readers to one recent heartbreaking incident that ~ emotions, intentions, mood, behaviors and sentiments
was reported by [Laskar and Sunny (2021) in Hindustan (Neethu and Rajasree, 2013; [Waseem and Hovy, 2016;
Times. It is regarding Danish Siddiquiﬂlndia’s one of  (Haque et al., 2019; [Singh et al., 2020a; [Singh et al.,
most renowned and Pulitzer prize-winning photojour-  [2020b). Recently, Alhelbawy et al. (2020) developed a
nalists, who was reportedly killed while reporting an ~ HRVI platform for Arabic to monitor human rights vi-
instance where human rights were being violated. Rus- olation in several countries in Central Asia. For this,
sia’s invasion of Ukraine is the world’s centre of atten-  they built Naive Bayes and Support Vector Machine
tion today, and the escalation in violations of human  (SVM) classifiers on tweet data. As in |Alhelbawy et
rights law, including deaths of civilians resulting from  [al. (2020), we focused in detecting human rights vio-
unlawful attacks are being reported everyday. lation in Tweets. Unlike Arabic as in|Alhelbawy et al.
Over the past few years, we have seen many crowd- (2020), we considered English Tweets for our investi-
sourced technological solutions, one of which is gation so that incidents about human right violations

Ushahidif] It is a map-based tracker that is used to ~ Worldwide can be traced.
More specifically, in this work, we focused on iden-

'https://en.wikipedia.orqg/wiki/Danish_ tifying “factual” information from Tweets rather than
Siddiqui
“https://www.ushahidi.com/ Shttps://syriatracker.crowdmap.com/
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categorising opinionated Tweets. In order to do this,
we crawled Tweets in relation to events and incidents
about human right violations. Then, we made use these
Tweets in order to create a gold-standard dataset which
is used to build and evaluate our HRVI classifiers. Ev-
eryday thousands of social media posts about entertain-
ment or so become viral; however, posts about human
rights violation are not seen, cornered, and does not
reach to the targeted audience. Our work aims at aiding
organizations whose intention is to keep peace and har-
mony within the nations and society by tracking situa-
tion and incidents in relation to human right violations.
We employed a number of machine learning (ML) al-
gorithms in order to build our HRVI classification mod-
els. Our expectation was that our HRVI systems would
be able to identify specific factual Tweets. One of the
main contributions of this work is the creation of the
gold-standard data for the HRVI task, which, we be-
lieve, could serve as an invaluable asset as far as this
line of NLP research is concerned. To the best of our
knowledge, there is no readily available dataset that one
can freely use for HRVI via social media platforms. We
also believe that our work would not only advance NLP
research but also have positive societal and political im-
pacts.

2. Related Works

For sentiment analysis gathering relevant dataset has
always been a challenge but can be collected follow-
ing a set of standard methods, e.g. crawling, scrapping
and REST API. Jiang et al. (2017) used scrapping tech-
nique for getting microblogs from SinaE] Twitter is one
of the most widely-used social media platforms in the
world and one can use its API to easily to fetch and
crawl millions of Tweets. |Waseem and Hovy (2016)
created a corpus mainly on hatespeech by collecting
over 130K Tweets using Twitter API. Likewise, |David-
son et al. (2017)) collected a set of Tweets (25K) in or-
der to create a corpus for hatespeech. Further, in order
to produce a gold-standard data for their task, |Waseem
and Hovy (2016) prepared a set of rules which were
used in their annotation task. They ended up with a
dataset containing 16K Tweets. In case of [Davidson et
al. (2017), they performed the annotation task with the
help of CrowdFlowelﬂ users.

Unlike the strategy described above, |[Zahoor and Ro-
hilla (2020) took a different approach for annotation
as they utilized TextBlob, a NLP library, for getting
sentiment (i.e. positive, negative and neutral) of posts.
Neethu and Rajasree (2013) proposed a simple method
for creating lexical feature vector for collecting Tweets
from Twitter, and their annotation task was performed
manually. Hamdan et al. (2015)) used feature extraction

*nttps://en.wikipedia.org/wiki/Sina_
Weibo

>https://en.wikipedia.org/wiki/Figure_
Eight_Inc.
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methods such as polarity score over ten different lexi-
con along with a slang dictionary of Twitter for han-
dling social media post containing slang. |Lim et al.
(2020)) used features from pre-trained language model
(Embedding from Language Models (ELMo)), and
Term Frequency-Inverse Document Frequency (TF-
IDF). Interestingly, they observed that use of parts-of-
speech (PoS) feature does not help in classification of
micro-blog texts.

Event-based sentiment classification was one of the im-
portant turnarounds regarding 2016 Presidential Elec-
tion in United States. Somula et al. (2020) performed
an experiment taking Tweets posted during that time
into account for the prediction of the election winner.
The event-based sentiment classification has also been
been adopted in different campaigns. For example,
Fitri et al. (2019) performed predictive analysis on
anti-LGBTQ campaign in Indonesia. The similar strat-
egy was also taken into account for monitoring human
rights abuse in Iraq (Alhelbawy et al., 2020). |Alhel-
bawy et al. (2020) developed a map-based platform
called Ceaseﬁreﬁ that reports location where any hu-
man rights were violated. It also offers a feature that
fetches Tweets from Twitter about any human rights
abuse and tags the locations mentioned in the Tweets.
As the portal was specifically developed for peace in
Iraq, it was limited to Arabic only. |Alhelbawy et al.
(2020) used vector space learning technique for text,
i.e. word2vec (Mikolov et al., 2013), and TF-IDF
method for weighted scheme. They tested a number
of ML techniques and algorithms (e.g. Linear SVM,
Gaussian SVM and Naive Bayes) in their task, and
achieved the highest accuracy when they applied the
combination of CNN and LSTM.

As for sentiment analysis, there have been a plethora
of works that studied this area of NLP considering
both high-resource and low-resource languages. We
refer the interested readers some of the notable works
(Lim et al., 2020; Kanakaraddi et al., 2020; Qin et al.,
2020) who investigated sentiment analysis using more
advanced ML techniques such as bidirectional encoder
representations from Transformers (BERT) (Devlin et
al., 2018al).

3. Experimental Setups
3.1.

To the best of our knowledge, there is no publicly avail-
able dataset for HRVI task. For this, we created a
gold-standard data set for this task. We used Twitter
API, Tweepy[]in order to collect Tweets. We are inter-
ested in collecting those Tweets which would be rele-
vant for the task. This is in fact a challenging and time-
consuming task. One of the ways is to collect Tweets
from those Twitter accounts which are reliable and post

Collecting Tweets

Shttp://iraq.ceasefire.org/
"https://docs.tweepy.org/en/stable/
api.html
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Tweets on subjective matters such as human rights vi-
olation. We looked at the profiles of various NGOs
and peace-maker organizations, e.g. Human Rights
Watch, Amnesty, United Nations, and Refugees, and
came up with a list of relevant Twitter accounts. We
also looked at personal Twitter profiles of many ac-
tivists, e.g. Malala Yousafzai, Nadia Murad, who have
been vocal over human rights and their violation. In
sum, we collected those Twitter account names that are
related to the context of human rights and violations
of human rights, which are required for the creation of
our dataset. Finally, we used Tweepy with the list of
user accounts and collected Tweets. Our second ap-
proach is based on search query functionality available
in Tweepy. We turned on language filtering functional-
ity and set it to English. This does not consider Tweets
of non-English languages. We also turned on filtering
for RetTweets in order to avoid them. This helped in
removing redundant Tweets. Lastly, we supplied a list
of search keywords such as “child abuse”, “ban on ed-
ucation”, “attack on civilians”. Using the two above
approaches we collected a list of 15,590 Tweets which
are considered for the annotation task (cf. Section[3.2).

3.2. Annotation Process

This section describes our data annotation process. In
Section 2] we talked about different data annotation
methods for the sentiment classification tasks. Our task
is identification of human rights violation through so-
cial media posts. In short, it is a binary classification
task where given a Tweet it checks whether there is any
incident about human rights violation. We labelled a
Tweet with “1” when we see that it contains informa-
tion, event, fact or incident about human rights viola-
tion. The concerned Tweet may also contain location
where the incident occurred. The additional clues that
we considered for tagging were: (i) there may be a vic-
tim such as any community, person, group of people,
and (ii) information about the assailant who violated
the rights. The dataset that we created is different from
the existing sentiment analysis tasks, where sentiments
such as feelings and opinions of the user are checked
based on content of the post alone. In our case, it is
more focused on facts that is encoded in the Tweet. In
sum, we labeled each of the collected clean Tweets with
either one of the two categories: ‘1’ (indicating the vi-
olation of human rights), ‘0’ (normal post that does not
indicate any violation of human rights). Note that since
data annotation is an expensive and time-consuming
task, we had only single annotator for this task, who
is a native speaker of English and has excellent knowl-
edge in Tweets or micro blogs.

On completion of annotation task, we ended up with a
list of 10,077 annotated Tweets. Figurem shows the dis-
tribution of these instances in each class (‘1” and ‘0’).
As can be seen from Figure [T} this is a highly imbal-
anced dataset. We see that the number of instances of
the minority class (‘1’: indicating human rights vio-
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Figure 1: Class Distribution.

lation) is 1,057, and the same of the majority class is
9,020 (‘0’: indicating no human rights violation). We
split the data set into two parts: train and test sets. The
train and test sets contain 7,557 and 2,520 instances,
respectively.

3.3. Quality of Annotation

At the end of the annotation task, each tweet is associ-
ated with one of the two tags: ‘1’ or ‘0’. Since we have
one annotator, one value is associated with each of the
10,077 Tweets. In order to measure how good annota-
tion process was, a set of 200 Tweets were randomly
sampled from the data set such that they are equally
distributed across the both classes, and annotated by
another annotator. The second annotator who only an-
notated this small set of Tweets (200) were instructed
with the annotation guidelines that were given to the
first annotator. On completion of this annotation task,
we computed inter-annotator agreement using Fleiss’
Kappa (Fleiss and Cohen, 1973) at Tweet level. For
each tweet, we count an agreement whenever two an-
notators agree with the annotation result. We found the
Kappa score to be high (i.e. 0.90) for the annotation
task. This indicates that our tweet labeling task is to be
excellent in quality.

3.4. Overview on our HRVI Systems

Figure [2] illustrates the working architecture of our
HRVI system. Each of the components of the HRVI
model is clearly shown in Figure 2] and they are placed
under three different layers: data layer, logical layer
and client layer. The data layer includes tasks such as
data collection, cleaning and annotation. Spacyﬂ an
open-source software library for advanced natural lan-
guage processing, is used for data cleaning. It also
took into account abbreviations, slangs, #tags, links,
user tags, and provided us a clean data. We performed
tonenisation, stop word removal and encoding (word
embedding) based on the requirements of our learn-
ing algorithms. TF-IDF weighting is used for classical
machine learning algorithms, i.e. random forest (RF),
support vector machine (SVM)). RF is an extension of
Bagging technique, which includes subspace sampling

$https://spacy.io/
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strategy. Hyperparameters for the RF classifier were
tuned using GridSearchCVﬂ a hyperparameter search
technique using cross validation. As for SVM, we used
the default set of hyperparameters of Scikit-lear for
our experiments.

Vaswani et al. (2017) introduced Transformer as an
efficient alternative to recurrent or convolutional neu-
ral networks. Based on the Transformer architecture,
Devlin et al. (2018b)) proposed a powerful NN archi-
tecture — BERT — for a variety of NLP tasks including
text classification such as sentiment analysis. BERT is
a multi-layer bidirectional Transformer encoder archi-
tecture which provides context-aware representations
from an unlabeled text by jointly conditioning from
both the left and right contexts within a sentence. It
can also be used as a pre-trained model with one addi-
tional output layer to fine-tune downstream NLP tasks,
such as sentiment analysis, and natural language in-
ferencing. For fine-tuning, the BERT model is first
initialized with the pre-trained parameters, and all of
the parameters are fine-tuned using the labeled data
from the downstream tasks. There were two steps in
BERT training: pre-training and fine-tuning. During
pre-training, the model is trained on unlabeled data. As
for fine-tuning, it is first initialized with the pre-trained
parameters, and all of the parameters are fine-tuned us-
ing the labeled data from the downstream tasks (e.g.
sentiment analysis). This strategy has been success-
fully applied to different fact checking tasks in social
media (e.g. [Williams et al. (2020)). In this work, we
also investigated human rights violation identification
in social media sphere using BERT.

4. Results and Discussion

In order to evaluate our HRVI models, we used metrics
that are widely used for evaluating classifiers, i.e. accu-
racy, recall, precision and F1. In Table E], we show the
performance of our classifiers in terms of these metrics.
As can be seen from Table |1} RF and SVM performed
excellently in the task. BERT produces a moderate per-
formance (an F1 of 0.80 and 75% accuracy on the test
data).

Acc Precision | Recall | F1
RF 0.93 0.93 0.93 0.92
SVM 0.93 0.93 0.93 0.92
BERT 0.75 0.91 0.75 0.80

Table 1: Performance of our HRVI models.

We also show their performance using confusion ma-
trix, which provides more insights on how they perform
on each class. In Figure [3, we show confusion ma-
trix for the RF classifier. As can be seen from Figure
[l RF is able to classify most of the test set instances

‘nttps://scikit-learn.org/
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correctly. However, it misclassified 161 instances of
the positive class, i.e. they were incorrectly classified
as normal Tweets (‘0’) (i.e. false negative (FN)). In
sum, it performed poorly on the positive class (i.e. true-
positive rate (TPR): 103 / 264 = 39.01%), and we are
mainly interested in that class.

We show confusion matrix for SVM in Figure [}
We obtained a slightly improved classification perfor-
mance. In other words, we obtained a slightly higher
TPR (108/264 : 40.04%) this time. Again, its perfor-
mance is below par on the class we are interested in.
We show confusion matrix of classification results ob-
tained with BERT in Figure [5] We see from Figure [3]
that performance of BERT is much worse than that of
RF and SVM.

Our dataset is a mixture of different types of posts in-
cluding personal information, opinions, events, infor-
mation about articles and publications on human rights.
Moreover, this is a class-imbalanced data set (10% of
Tweets were based on factual Tweets about human right
violation). We manually looked at the Tweets of both
classes. We observed that a number of Tweets of ma-
jority class seems to be factual Tweets at first glance.
However, they were either instructive texts or expres-
sions about opinion on human rights. As an exam-
ple, we show a Tweet that belong to the majority class
(class ‘0’): “Students have the right to protest. Vio-
lence against peacefully protesting students —or any-
where else—can’t be justified under any circumstances.
As protests spread to campuses, we urge authorities to
respect the right to dissent by peaceful protesters”. It
is an opinion and not a factual post. It has a nega-
tive polarity. However, it does not express the fact that
any harm was caused or any human right was violated.
Such type of Tweets of training data could be one the
reasons for poor TPR. We conjecture that another rea-
son for poor TPR is the nature of our gold-standard
dataset, which is class-imbalanced. Investigating this
area (i.e. dealing with class-imbalanced data) is part of
our future research plans.

5. Conclusions and Future Work

In this work, we investigated detection of violation of
human rights via social media. We chose one of the
most popular micro-blogging websites, Twitter, for our
investigation. We used supervised learning algorithms
in order to build human rights violation identification
(HRVI) models such as Random Forest, Support Vector
Machine, and state-of-the-art classification algorithm
BERT. For this, we manually created a gold-standard
dataset, which is in fact one of the main contributions
of this work. The performance of our classifiers seem
to be excellent in this task if we consider both classes.
However, their performance are below par on positive
class (i.e. on identifying Tweets in relation to incidents
of human right violation). We identified a number of
potential causes for this disparity. In order to counter
this anomaly, in future, we plan to examine the fol-
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lowing aspects of the task: (i) we want to increase the
coverage for the positive class, (ii) exploring state-of-
the-art strategies that deal with class-imbalanced text
data, and (iii) play with different hyperparameters of
the BERT model.
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