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Preface

In recent years, automatic text summarization has seen dramatic advances due to the development of
large neural language models such as BERT, BART, and PALM. However, the majority of work in this
field focuses on the domain of single-document news summarization, given the availability of datasets
such as CNN/DailyMail, XSum, NewsRoom, and NYTimes, among others. While this domain is
important, it suffers from several limitations in its short input lengths, its focus on literal language,
and its constrained discourse structure. While efforts in multi-document summarization of news and
dialog bring in additional complexity, they do not address the larger problem of building datasets for
truly challenging datasets. We envision that in the near future, summarization systems will need to be
equipped with the ability to:

• Process long input sequences spanning up to hundreds of pages of text

• Analyze complex discourse structure such as narrative and multi-party dialog

• Interpret figurative language and convey the salient points in the input

An equally important yet underexplored domain for text summarization is creative writing, which
includes documents such as books, stories, as well as scripts from plays, TV shows, and movies.
Documents in this domain are uniquely characterized by their substantial input lengths, non-trivial
temporal dependencies (e.g., parallel plot threads), complex structures which often combine narrative
and multi-party dialogues, and a wide variety of styles. Successfully summarizing such texts requires
making literary interpretations, conveying implicit information, and heavily paraphrasing the inputs.
The challenges of creative writing summarization, then, require the development of systems that utilize
techniques not yet explored in the field.

This workshop aims to bring together researchers and promote exciting work in the domain of creative
writing summarization, with the hope of contributing to the next generation of summarization systems.
The workshop includes papers on topics required for summarizing creative text as well as papers
reporting on a shared task on creative text, encompassing four sub-tasks: summarization of chapters
from novels, summarization of movie scripts, summarization of prime time television transcripts, and
summarization of daytime soap opera transcripts.

In addition to the published papers, the workshop features eight invited talks from researchers working in
summarization: Mirella Lapata (University of Edinburgh), Asli Celikyilmaz (Meta AI), Shashi Narayan
(Google AI), Greg Durrett (University of Texas, Austin), Mohit Bansal (University of North Carolina,
Chapel Hill), Miguel Ballesteros (Amazon AI Labs), Lu Wang (University of Michigan), and Xiaojun
Wan (Peking University).

We invite you to enjoy the workshop talks and the proceedings!

The Organizing Committee
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