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Message from the Program Chairs

This is the fifth edition of the Workshop on Computational Models of Reference, Anaphora and
Coreference (CRAC). CRAC was first held in New Orleans four years ago in conjunction with NAACL
HLT 2018. But the workshop series dates back to its predecessor, the Coreference Resolution Beyond
OntoNotes (CORBON) that started in 2016, and has arguably become the primary forum for
coreference researchers to present their latest results since the demise of the Discourse Anaphora and
Anaphor Resolution Colloquium series in 2011. While CORBON focused on under-investigated
coreference phenomena, CRAC has a broader scope, covering all cases of computational modeling of
reference, anaphora, and coreference.

CRAC 2022 continued to attract a large number of very high quality papers. Specifically, we received
14 submissions which were rigorously reviewed by three program committee members. Based on their
recommendations, we accepted 10 papers and conditionally accepted one paper. The one conditionally
accepted paper was eventually accepted to the workshop after we made sure that the authors adequately
addressed the reviewers’ comments in the final camera-ready version. Overall, we were pleased with
the large number of submissions as well as the quality of the accepted papers. This time around we had
a total of two papers that were withdrawn for various reasons.

This was the second year of the joint CODI-CRAC shared task on Anaphora, Bridging, and Discourse
Deixis in Dialogue. In addition, this year debuted the CRAC shared task on Multilingual Coreference
Resolution. Both these activities allowed researchers who did not participate in the workshop to
disseminate their work to a smaller and more focused audience which should promote interesting
discussions.

We are grateful to the following people, without whom we could not have assembled an interesting
program for the workshop. First, we are indebted to our program committee members. This year the
reviewing load was on an average of two papers per reviewer. All of them did the incredible job of
completing their reviews in a short reviewing period. Second, this is the first year where we have three
invited talks. We thank Sharid Loáiciga, Juntao Yu, Michal Novák, Massimo Poesio and Lori Levin for
accepting our invitation to be this year’s invited speakers. This year we have a shorter duration for the
continued panel on the Universal Anaphora (UA) effort, a unified, language-independent markup
scheme that reflects common cross-linguistic understanding of reference-related phenomena. Motivated
by Universal Dependencies, UA aims to facilitate referential analysis of the similarities and
idiosyncrasies among typologically different languages, support comparative evaluation of anaphora
resolution systems and enable comparative linguistic studies. Finally, we would like to thank the
workshop participants for joining us in this event.

We hope you will enjoy it as much as we do!

— Sameer Pradhan, Maciej Ogrodniczuk, Anna Nedoluzhko,
Massimo Poesio, and Vincent Ng
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Invited Talk (I)

Bringing together Anaphora Resolution and Linguistic Theory

Sharid Loáiciga, University of Gothenburg, Sweden

Abstract
Early work on anaphora resolution was intrinsically connected to linguistic theories of discourse
interpretation. In later years, with the adoption of machine learning methods, great progress has been
achieved in anaphora resolution as an independent task. This success has been even greater with current
deep neural networks methods. However, the focus has been much more on solving the task than on
acquiring new linguistic insights concerning anaphora resolution. In this talk, I present two ways in which
we can gain and also utilize linguistic insights for anaphora resolution. First, I present experiments
combining psycholinguistics with large-scale NLP tools. These show some of the complexities of
hypothesis testing with corpus data. Second, I present the annotation of a multimodal corpus with
anaphora information. The combination of images and text presents a unique opportunity to test our
annotation schemes (i.e., our current linguistic knowledge) and to explore new ways to annotate what is
unaccounted for in the same annotation schemes (i.e., new linguistic insights).

Speaker Bio
Sharid Loáiciga is a Researcher in the Department of Philosophy, Linguistics and Theory of Science at
the University of Gothenburg, Sweden. She is also the Associate Director of CLASP (Centre for
Linguistic Theory and Studies in Probability) in the same department. Her research is focused on
discourse, and in particular on understanding human and machine interpretation of referring expressions.
In recent work, she developed techniques for combining psycholinguistic methods with large-scale
resources, and studied the discourse knowledge of pre-trained language models.
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Invited Talk (II)

The Recent Developments in Universal Anaphora Scorer

Juntao Yu, University of Essex, UK
Michal Novák, Charles University, Prague, Czechia

Abstract
The Universal Anaphora initiative aims to push forward the state of the art in anaphora and anaphora
resolution by expanding the aspects of anaphoric interpretation which are or can be reliably annotated in
anaphoric corpora, producing unified standards to annotate and encode these annotations, deliver datasets
encoded according to these standards, and developing methods for evaluating models carrying out this
type of interpretation. Such expansion of the scope of anaphora resolution requires a comparable
expansion of the scope of the scorers used to evaluate this work. Last year, we introduce an extended
version of the Reference Coreference Scorer (Pradhan et al., 2014) that can be used to evaluate identity
anaphora resolution (including singletons, split-antecedents), bridging reference resolution, non-referring
expressions and discourse deixis. The scorer has been used in the two recent CODI-CRAC Shared Tasks
on Anaphora Resolution in Dialogues. Recently, an extension of the UA scorer that supports also
discontinuous markables has been used by Novák et al (2022) in the CRAC 2022 Shared Task on
Multilingual Coreference Resolution. In this talk, we will introduce the details about the scorer on scoring
the different aspects of anaphora resolutions and how has it been used in recently shared tasks. In
addition, we will also discuss the work in progress for the scorers such as mention overlap ratio,
anaphor-decomposable score and the adaptation for CRAFT shared task.

Speaker Bio
Juntao Yu is a Lecturer at the School of Computer Science and Electronic Engineering, University of
Essex. Before joining Essex, He was a post-doctoral researcher at the Queen Mary University of London,
working with Professor Massimo Poesio on his five-year DALI project (Disagreements and Language
Interpretation, ERC-2015-AdG). He did his Ph.D. at the University of Birmingham, working on
out-of-domain dependency parsing supervised by Dr Bernd Bohnet. His research interests include Deep
Learning for NLP, Information Extraction, Coreference Resolution, Conversational AI, Dependency
Parsing, Domain Adaptation, Semi-supervised Learning, and Multi-task Learning.

Michal Novák is a researcher at the Institute of Formal and Applied Linguistics at the Faculty of
Mathematics and Physics, Charles University, Prague, Czech Republic. He received his Ph.D. from the
same university, exploring coreference and its resolution methods from cross-lingual perspective.
Recently, he has co-authored the CorefUD dataset, which in its latest release harmonizes coreference of
17 corpora in 11 languages under the same annotation scheme. Besides coreference, his research also
focuses on machine translation. He has participated on the Czech-Ukrainian translation system within the
Charles Translator project, which aims to narrow the communication gap between Ukrainian refugees and
other people in the Czech Republic.
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Invited Talk (III)

The CODI/CRAC 2022 Shared Task Corpus of Anaphora Resolution
in Dialogue

Massimo Poesio, Queen Mary University of London, UK
Lori Levin, Carnegie Mellon University, USA

Abstract
Most current research on anaphoric reference focuses on news text, in particular written, and on identity
anaphora (coreference). This is largely due to the lack of annotated datasets of a sufficient size to train and
evaluate models for other genres, and other types of anaphoric reference. Arguably the most important
among the understudied genres is conversational language in dialogue. Anaphora resolution in dialogue
requires systems to handle grammatically incorrect language suffering from disfluencies and mentions
jointly created across utterances (Poesio & Rieser, 2010) or whose function is to establish common
ground rather than refer (Clark & Brennan, 1990; Heeman & Hirst, 1995). Dialogue involves much more
deictic reference, vaguer anaphoric and discourse deictic reference, speaker grounding of pronouns and
long-distance conversation structure. These complexities are normally absent from news or Wikipedia
articles, which constitute the bulk of current datasets for coreference resolution (Poesio et al, to appear).

The series of CODI/CRAC Shared Tasks in Anaphora Resolution in Dialogue (Khosla et al, 2021; Yu et
al, 2022) was organized to address this issue by creating datasets that our community could use to study
anaphoric reference in different types of conversational setups, and to tackle less studied forms of
anaphoric reference such as bridging reference or discourse deixis. The annotated corpus created for the
CODI/CRAC series consists of conversations from four well-known conversational datasets: the AMI
corpus (Carletta, 2006), the LIGHT corpus (Urbanek et al, 2019), the PERSUASION corpus (Wang et al,
2019) and SWITCHBOARD (Godfrey et al, 1992). These documents were annotated according to the
annotation scheme for the ARRAU 3 corpus, which includes guidelines for identifying discontinuous
markables and annotating split antecedent plurals, bridging reference, and discourse deixis. For this
second edition, we created new test sets, but also systematically checked the data annotated for the first
edition. As this annotation effort also involved annotators that had not been previously involved in the
ARRAU 3 annotation, this work also involved extensive discussions about the scheme; new reliability
tests of the annotation scheme were carried out, and the annotation guidelines were substantially revised.

Speaker Bio
Massimo Poesio is a full professor in Computational Linguistics at the School of Electronic Engineering
and Computer Science, Queen Mary University of London, and a member of the University’s Cognitive
Science and Games and AI research groups. He is also a Fellow of the Turing Institute, a supervisor in the
IGGI Doctoral training centre in Intelligent Games and Game Intelligence and the Wellcome Trust’s Ph.D.
programme in Health Data in Practice. He is co-founder and have been Associate Editor of Dialogue and
Discourse since its foundation and he recently became co-editor of the Computational and Mathematical
section of Language and Linguistics Compass.

Lori Levin has a Ph.D. in linguistics and has been working in the fields of computational linguistics and
natural language processing since the 1980’s, where she uses her expertise in linguistics in the annotation
of corpora and the design of meaning representations. She specializes in NLP for low-resource and
endangered languages. She is the co-founder and co-chair of the North American Computational
Linguistics Open competition.

viii



Table of Contents

Quantifying Discourse Support for Omitted Pronouns
Shulin Zhang, Jixing Li and John Hale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Online Neural Coreference Resolution with Rollback
Patrick Xia and Benjamin Van Durme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .13

Analyzing Coreference and Bridging in Product Reviews
Hideo Kobayashi and Christopher Malon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Anaphoric Phenomena in Situated dialog: A First Round of Annotations
Sharid Loáiciga, Simon Dobnik and David Schlangen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Building a Manually Annotated Hungarian Coreference Corpus: Workflow and Tools
Noémi Vadász . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

NARC – Norwegian Anaphora Resolution Corpus
Petter Mæhlum, Dag Haug, Tollef Jørgensen, Andre Kåsen, Anders Nøklestad,
Egil Rønningstad, Per Erik Solberg, Erik Velldal and Lilja Øvrelid . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Evaluating Coreference Resolvers on Community-based Question Answering: From Rule-based
to State of the Art

Haixia Chai, Nafise Sadat Moosavi, Iryna Gurevych and Michael Strube . . . . . . . . . . . . . . . . . . . . . 61

Improving Bridging Reference Resolution using Continuous Essentiality from Crowdsourcing
Nobuhiro Ueda and Sadao Kurohashi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Investigating Cross-Document Event Coreference for Dutch
Loic De Langhe, Orphee De Clercq and Veronique Hoste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

The Role of Common Ground for Referential Expressions in Social Dialogues
Jaap Kruijt and Piek Vossen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .99

ix





Workshop Program

Sunday, October 16, 2022

Welcome

13:30–13:40 Opening and Welcome

CRAC—Invited Talk

13:40–14:40 Bringing together Anaphora Resolution and Linguistic Theory
Sharid Loáiciga

Paper Session I

14:40–15:00 Quantifying Discourse Support for Omitted Pronouns
Shulin Zhang, Jixing Li and John Hale

15:00–15:10 Online Neural Coreference Resolution with Rollback
Patrick Xia and Benjamin Van Durme

15:10–15:20 Analyzing Coreference and Bridging in Product Reviews
Hideo Kobayashi and Christopher Malon

15:20–15:30 Anaphoric Phenomena in Situated dialog: A First Round of Annotations
Sharid Loáiciga, Simon Dobnik and David Schlangen

Short Break

15:30–16:00 Coffee Break

xi



Sunday, October 16, 2022 (continued)

Paper Session II

16:00–16:20 Building a Manually Annotated Hungarian Coreference Corpus: Workflow and
Tools
Noémi Vadász

16:20–16:40 NARC – Norwegian Anaphora Resolution Corpus
Petter Mæhlum, Dag Haug, Tollef Jørgensen, Andre Kåsen, Anders Nøklestad, Egil
Rønningstad, Per Erik Solberg, Erik Velldal and Lilja Øvrelid

16:40–17:00 Evaluating Coreference Resolvers on Community-based Question Answering: From
Rule-based to State of the Art
Haixia Chai, Nafise Sadat Moosavi, Iryna Gurevych and Michael Strube

17:00–17:20 Improving Bridging Reference Resolution using Continuous Essentiality from
Crowdsourcing
Nobuhiro Ueda and Sadao Kurohashi

17:20–17:40 Investigating Cross-Document Event Coreference for Dutch
Loic De Langhe, Orphee De Clercq and Veronique Hoste

17:40–18:00 The Role of Common Ground for Referential Expressions in Social Dialogues
Jaap Kruijt and Piek Vossen

Closing

13:30–13:40 Closing Remarks

xii



Monday, October 17, 2022

CRAC Shared Task Session

9:00–9:30 Findings of the Shared Task on Multilingual Coreference Resolution
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Quantifying Discourse Support for Omitted Pronouns

Shulin Zhang1, Jixing Li2, John Hale1

1University of Georgia, US
2City University of Hongkong, China

shulin.zhang@uga.edu
jixingli@cityu.edu.hk
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Abstract

Pro-drop is commonly seen in many lan-
guages, but its discourse motivations have
not been well characterized. Inspired
by the topic chain theory in Chinese,
this study shows how character-verb us-
age continuity distinguishes dropped pro-
nouns from overt references to story char-
acters. We model the choice to drop vs. not
drop as a function of character-verb conti-
nuity. The results show that omitted sub-
jects have higher character history-current
verb continuity salience than non-omitted
subjects. This is consistent with the idea
that discourse coherence with a particu-
lar topic, such as a story character, indeed
facilitates the omission of pronouns in lan-
guages and contexts where they are op-
tional.

1 Introduction

Pro-drop is a phenomenon that pronouns can
be omitted when they are inferable. It is com-
mon across the world’s languages, and Man-
darin Chinese is one of them (See examples
(3) and (4) in Figure 1). Omitted pronouns in
these languages, also called zero pronouns, are
increasingly important in computational lin-
guistics (e.g. Chen et al., 2021; Iida et al., 2006,
2015; Kong et al., 2019). This paper formal-
izes the notion of Topic Chains, introduced by
Tsao (1977) and demonstrates that people omit
pronouns when a certain kind of discourse
salience is high. We show that this notion of
salience is robust across various choices of lan-
guage models, however, locality (i.e. clause
recency) seems to be a key requirement.

The proposed formalization leverages the
idea that verbs predicated on the same story-
character exhibit discourse coherence (Huang,
1984, 1994; Li and Thompson, 1979). Figure
1 shows a literary example where the same

character, the narrator, is explicitly referred
to once using an explicit pronoun “wo”. Af-
ter that, the pronoun is dropped. The list of
predicates (shown in red) applying to the nar-
rator in examples (1) - (3) is [“draw”, “lose”,
“draw”]. When faced with another omitted
pronoun in example (4), the fact that the predi-
cate is also “draw” supports the interpretation
that the omitted element refers to the narra-
tor. This is because “draw” is similar to the
history verbs “draw” and “lose” which were
predicated of this same character earlier in
the discourse. In this short example, there
are other entities such as “grownups” and the
“boa constrictor”, but their verb histories make
them less plausible as candidate referents of
the omitted pronoun.

In this paper, we use representations from
three neural language models to quantify
character-verb usage continuity in a literary
discourse, and calculate salience values for
each of 32 possible characters at the site of
each omitted pronoun. Figure 2 summarizes
the analytical steps of this process. Our contri-
butions are as follows: (1) We provide a numer-
ical description of the topic chain continuity.
(2) We elaborate on the role of verbs in resolv-
ing omitted pronouns. (3) We show that verb
similarity and clause range offer reliable clues
about the referent of the omitted pronoun.

2 Related Work

Various linguistic theories point to discourse
coherence as a factor that enables or encour-
ages pro-drop. One of these is Tsao’s (1977) no-
tion of Topic Chain. As reviewed in Pu (2019a),
a topic chain is a sequence of clauses sharing
an identical topic that occurs overtly in one of
the clauses. Topic Chains may cross several
sentences and even paragraphs (Li, 2004). The
multiclausal aspect of Topic Chains supports
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Figure 1: Example of Chinese omitted pronouns in a topic chain. Omitted pronouns, shown here in
green with square brackets are not actually spoken. However, their intended reference is unambiguous
for native speakers. Predicates are shown in red, and the overtly expressed entities are shown in blue.
Unlike in Romance languages, there is no morphological change on verbs to mark the gender or number
of omitted elements in Chinese.

Figure 2: Analysis steps adopted in this study: (a) Grammatical subjects and objects of each main verb
are identified via dependency parsing on the whole story discourse of The Little Prince (See a sentence
example from Table 1, columns “S”, “V”, “O”); (b) Semantic role annotation: for all the subjects and objects,
annotate their semantic roles as AGENT or PATIENT (See Table 1 column “V-agent” and “V-patient”); (c)
Character role annotation: assign story character roles to the entities, see character occurrences in Table
A1, and Table 1 column “character”; (d) History verb retrieval for each story character: for each story
character, tabulate the verbs that are its main verbs being used in the discourse (See example Table A3);
(e) Relevance between history verbs and a current verb: for each current verb, calculate its relevance
to the history verbs, and sum with or without their distance weight (See Table 2 and A5); (f) Salience
of the correct character: for each verb, calculate how “salient” the correct character is compared to all
other characters (See example Table A6); (g) Group test between pro-drop verbs vs. non-pro-drop verbs,
and apply logistic regression to test predictability of character salience on dropping behavior (See group
results in Table 3 and Figure 3).
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long-distance coreference (Sun, 2019). Taking
a dynamic perspective, Pu (2019b) suggests
that a topic chain “encodes a referent that is
cognitively most accessible at the moment of
discourse production, as enhanced by maxi-
mum discourse coherence of topic continuity
and thematic coherence”.

We conceptualize accessibility in Pu’s sense
as the relative salience of a story character that
participates in a chain of predications. Instead
of focusing on named entities, we form the
chain based on the verbs in the preceding dis-
course.

3 Method

3.1 Discourse Material

The discourse material used in this study is a
Chinese translation (xiaowangzi.org, 2021) of
Saint-Exupéry’s The Little Prince. It contains
2802 clauses and 16010 words, and the word
tokenization was manually checked by native
Chinese speakers.

3.2 Dependency Structure Retrieval and
Semantic Role Annotation

We manually annotate the semantic roles
Agent and Patient for each verb using depen-
dency analyses provided by Stanza (Qi et al.,
2020) and part of speech tags provided by
spaCy. For most cases in the discourse, sub-
jects are acting as agents whereas objects are
acting as patients, but there are 494 exceptions
(i.e. 218 Agents are acting as Objects, and 276
Patients are acting as Subjects) such as pas-
sives, the -BA(‘把’) construction, the relative
clause -DE(‘的’) construction etc. that call for
our manual annotation (See Chapter 28 and
32 in The Oxford Handbook of Chinese Lin-
guistics (Wang and Sun, 2015) regarding these
constructions).

The textual antecedents of each agent and
patient are separately annotated manually.
As shown in Table 1, the sentence meaning
“These boas swallow their prey without chew-
ing” has the following annotations: verbs an-
notated in column V; verbs’ agents and pa-
tients annotated correspondingly in column
V-agent and V-patient; pronouns or named en-
tities’ character roles are annotated in column
character. As described below in Section 3.4,

ID word S V O V-agent V-patient character
56 这些 (these)
57 蟒蛇 (boa) True ch2_boa
58 把 (BA)
59 它们 (them)
60 的 (DE)
61 猎获物 (prey) True
62 不 (not)
63 加 (with)
64 咀嚼 (chew) True 57 (boa) 61 (prey)
65 地 (DI)
66 囫囵 (roughly)
67 吞 (swallow) True 57 (boa) 61 (prey)
68 下 (down)

Table 1: Dependency structure and semantic role
annotation table. An annotation example for the
sentence “These boas swallow their prey without
chewing.” The verbs “chew” and “swallow” are
located as verbs in the column V. Token indices for
each verb’s Agent and/or Patient are annotated
in the columns V-agent and V-patient respectively,
and the character roles they are referring to are
annotated in the column character.

information about characters in particular se-
mantic roles can be used to form a dynamic us-
age table, reifying Pu’s view of Topic Chains.

3.3 Pro-drop Annotation

Omitted subjects and objects are manually re-
solved using numerical indices from 1 to 32.
As shown in Appendix Table A2, 422 Agents
and 16 Patients are found omitted in the dis-
course, and in the following analyses, we focus
on just story characters in the Agent semantic
role.

3.4 Dynamic Character-Verb Usage Table

Based on the dependency annotation table, the
verbs used for each character are extracted and
entered in a second table, the Character-Verb
Usage Table (See example in Appendix Table
A3). This table includes the following features:
(1) verb, the original text of the verb; (2) verb_id,
the index of the verb in the whole discourse;
(3) agent/patient_character, the verb’s agent or
patient story character; (4) pro_drop, whether
the verb has pro-drop; (5) ch[1-32]_prev_verbs,
for characters 1 through 32, their correspond-
ing previous verbs and indexes are stored as
lists.

The dynamic character-verb usage table in-
cludes the previous verbs for each story char-
acter until a “current verb”, and this indicates
the verb usage history of each character. By
transforming these verb usage histories into
numerical vectors, it is possible to use a sim-
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ple notion of similarity to formalize discourse
coherence.

3.5 History-verb and Current-verb
Relevance

The idea behind comparing the history verbs
and the current verb for each story character
is to calculate a numerical similarity level be-
tween the current verb and preceding verbs
that are part of one or another Topic Chain.
Inspired by Sperber and Wilson (1986), we
define a quantity called Relevance, a time-
weighted function of vector similarity with
preceding predicates. The Relevance evalua-
tion process adopt three types of word embed-
dings (See Section 3.5.1 for details), and steps
for the evaluation are introduced in Section
3.5.2.

3.5.1 Word Embeddings Methods
Word embeddings allow each word to be
mapped to a single point in a vector space.
Under the Distributional Hypothesis (see e.g.
Lenci, 2018), words with similar meanings
should be closer in vector space (for a text-
book introduction, see Pilehvar and Camacho-
Collados, 2020). We use this idea to calculate
the similarity between the main verb of an
omitted pronoun and the verb chains of story
characters that might serve as that omitted
pronoun’s referent.

We use three types of word embeddings:
GloVe, BERT, and Word2Vec. The GloVe
model (Pennington et al., 2014) learns word
embedding from the term co-occurrence ma-
trix by minimizing the reconstruction error.
GloVe has a large context window, which al-
lows it to capture longer-term dependency
features. The BERT model (Kenton and
Toutanova, 2019) consists of multi-layer bidi-
rectional transformer encoders. BERT is
trained on two unsupervised tasks: predict
masked tokens, and predict the next sentence,
and the BERT embeddings reflect contextual
corpus features. Word2Vec is a prediction-
based model (Mikolov et al., 2013a,b), and
the word embeddings used in this study (Li
et al., 2018) were trained on a Skip-Gram with
Negative Sampling (SGNS) model. All word
embeddings we used were trained on large
Chinese corpora, and contain contextual word
knowledge that carries semantic, syntactic,

and pragmatic features. Among these three
word embedding models, BERT can provide
contextualized features of the language com-
pared to the others due to the tasks and pro-
cesses it has been trained on.

In this study, BERT and GloVe models are
applied with spaCy1, and Word2Vec model is
applied with pretrained Chinese Word Vec-
tors2 (Li et al., 2018). A baseline model
with 300-dimension random value vectors is
adopted to calculate the baseline relevance as
compared to the other word embedding mod-
els.

The GloVe word embeddings are obtained
from the zh_core_web_lg model in spaCy. The
GloVe model (Pennington et al., 2014) relies
on word co-occurrence in the training cor-
pus, and considers the ratios of word-word
co-occurrence probabilities to encode semantic
information. The model in spaCy was trained
on OntoNotes 5, CoreNLP Universal Depen-
dencies Converter, and Explosion fastText Vec-
tors. It has 500,000 unique vectors with a di-
mension size of 300. We obtained the word
vectors by searching up the Chinese word in
the word dictionary.

The BERT word embeddings are retrieved
from the zh_core_web_trf model in spaCy. This
transformer model was trained on OntoNotes
5, CoreNLP Universal Dependencies Con-
verter, and bert-base-chinese. The word em-
bedding vectors were obtained by grouping
every 50 words in the discourse, and the
model inputs were the 50 words combined
as a string (with space between the words).
The dimension of the BERT word embedding
is 768. If there were more than 1 character in a
word, their vectors’ mean value was used as
the word embedding for the whole word. For
example, the word “只有” ’s embedding was
calculated by averaging its subwords’ embed-
ding vectors of “只” and “有”.

The Word2Vec word embeddings were pre-
trained on Word2Vec model with a large Chi-
nese corpus containing data from Baidu Net-
disk (22.6G), and the vector dimension is 300
(Li et al., 2018).

Baseline Word Vectors were 300-dimension

1https://spacy.io/models/zh
2https://github.com/Embedding/Chinese-Word-

Vectors
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vectors generated randomly in the range -1 to
1. The same analysis steps are applied to this
model as a baseline.

3.5.2 Relevance evaluation
The relevance between history verbs and cur-
rent verbs is calculated based on their word
embedding similarities (see Section 3.5.1 for
details). At the same time, a weight decay
function is applied to the influence of each his-
tory verb based on its distance to the current
verb, and the function used here is a vanilla
value decreasing function (see Equation 1), in
which ω refers to the weight applying on the
similarity, d refers to the clause distance be-
tween the verbs being compared, and j, k are
the clause numbers the verbs are in:

ω(j, k) = 1/(d + 1)
d = |j − k| (1)

In this study, the “word embedding simi-
larity” method is realized by calculating the
Cosine Similarity between two word embed-
ding vectors. As shown in Equation 2, vprev
refers to a word embedding vector of a pre-
vious verb, and vcurr refers to the one for the
current verb:

R(vprev, vcurr) =
vprev · vcurr

||vprev||||vcurr||
(2)

Therefore, the clause-distance-weighted
similarity between history verbs and the cur-
rent verb is shown as Equation 3, in which
n refers to the number of verbs in the his-
tory verb list for a character, and cl_prev_i and
cl_curr refer to the clause numbers that the
previous verb and the current verb are in cor-
respondingly.

Rweighted([vprev_1, ..., vprev_n], vcurr) =
n

∑
i=1

ω(cl_prev_i, cl_curr) ∗ R(vprev_i, vcurr)

(3)

Via Equation 3, for a current verb, each story
character has a corresponding relevance value:
if the value is higher, the distance-weighted
word embedding similarity between history
verbs and current verb is higher; and vice
versa.

Appendix Table A3 shows an example of
a verb and the history verbs for characters 1
through 32. The GloVe, BERT, Word2Vec, and
Baseline embeddings are used to calculate the
average relevance of the history verbs to each
current verb for each story character.

Regressors obtained from relevance evalu-
ation introduced in this section are shown in
Table 2. The average similarity is calculated
following Equation 2 and 3. Both distance-
weighted and distance-unweighted relevance
are explored to see whether clause distance
would play a role.

Regressor Number Regressor Name Regressor Meaning

1 verb
the verb in the discourse acting
as a main verb of a clause

2 verb-id
the word order id of this verb
in the original discourse

3 agent-character
the story character referred
by the agent of the verb

4 pro-drop
whether this agent is dropped
in the discourse

5 - 36 ch{1-32}-prev-verbs
the previous verbs used by
each story character till the
current verb

37 - 68 rel-glove-ch{1-32}
relevance obtained by
GloVe word embeddings

69 - 100 rel-bert-ch{1-32}
relevance obtained by
BERT word embeddings

101 - 132 rel-word2vec-ch{1-32}
relevance obtained by
Word2Vec word embeddings

133 - 164 rel-baseline-ch{1-32}
relevance obtained by
Baseline word vectors

Table 2: Regressors obtained after the relevance
calculation

As shown in Appendix Table A5, the rele-
vance calculation results of the last verb are
presented as an example.

3.6 Character Salience

With the relevance between history-current
verbs computed as described in the previous
section, we have a similarity value for each
story character to the current verb. This char-
acter salience value refers to whether a story
character stands out compared to other candi-
date characters. The salience level function is
described in Equation 4. In Equation 4, k refers
to character_k, and the relevance values were
calculated based on its history-current verbs
by Equation 3.

S(k) =
∑n

i=1

(
Rweighted(k)+1
Rweighted(i)+1

)

n + 1
(4)

3.6.1 Ranged Character Salience
Instead of taking all 32 story characters as can-
didates for the salience value calculation, the
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Correct character salience
pro-drop >non-pro-drop

(n = 422)
Candidates’ Range range = all range <10 clause range <20 clause range <30 clause

t-value p-value t-value p-value t-value p-value t-value p-value

Distance-
Weighted

GloVe 49090.319 0.063 51137.593 0.012* 52598.233 0.003** 52121.241 0.004**
BERT 50555.45 0.023* 45310.076 0.029* 52105.854 0.005** 51582.819 0.008**

Word2Vec 50358.954 0.025* 51268.800 0.011* 52747.81 0.002** 52246.569 0.004**
Baseline 44656.318 0.496 44737.336 0.483 49199.853 0.060 47875.291 0.134

Distance-
Unweighted

GloVe 39345.494 0.959 44384.169 0.531 43818.383 0.606 43837.85 0.604
BERT 42867.41 0.724 45310.076 0.411 45187.343 0.425 45220.75 0.421

Word2Vec 40865.782 0.898 45236.126 0.420 44672.755 0.494 44630.117 0.498
Baseline 43149.674 0.690 45940.625 0.330 46398.831 0.275 45552.563 0.377

Table 3: Single-sided nonparametric two-sample Wilcoxon test between pro-drop and non-pro-drop
salience values among three word embedding models and the baseline model: With candidates included
as all candidates, candidates within 10 clauses, 20 clauses, and 30 clauses.

Logistic Regression Model
Pro-drop Prediction Accuracy

Candidates’ Range range = all range <10 clause range <20 clause range <30 clause

Distance-
Weighted

GloVe 0.518 0.535 0.527 0.539
BERT 0.538 0.532 0.536 0.546

Word2Vec 0.534 0.535 0.537 0.552
Baseline 0.497 0.489 0.495 0.498

Distance-
Unweighted

GloVe 0.524 0.487 0.490 0.485
BERT 0.493 0.488 0.492 0.482

Word2Vec 0.514 0.485 0.482 0.473
Baseline 0.485 0.485 0.485 0.485

Table 4: Pro-drop prediction accuracy results of the Logistic Regression model from three word embedding
models and one baseline model: salience value calculated based on all previous clauses and ranged
clauses.

ranged candidates’ salience compares the cor-
rect character’s accumulated relevance value
to the ones within a certain number of clauses.
We consider candidates within 10, 20, and 30
clauses for this ranged salience.

3.7 Pro-drop Prediction

With the correct story character’s salience level
for each verb in the annotated discourse, we
apply a logistic regression model to predict
pro-drop based on the salience level. The sam-
ple sizes are chosen by the size of the smaller
group (i.e. pro-drop), and the chosen processes
are repeated 100 times to obtain the average
accuracy level.

4 Results

In this study, the following analyses are ap-
plied to The Little Prince discourse to explore
the effect of verb continuity on the pro-drop
phenomenon: (1) relevance between history
and current verbs for all story characters (with

three types of word embeddings applied); (2)
character salience of the correct character, and
(3) correct character salience group compari-
son, and its predictability on pro-drop in the
discourse. The following sections describe the
results of (2) and (3), and (1) is an intermediate
step introduced in Section 3.5.

4.1 Character Salience: Pro-drop vs.
Non-pro-drop

The correct story character’s salience com-
pared to all other characters was calculated
following Equation 4. For each verb, we cal-
culated a salience value for the correct story
character. See Appendix Table A6 for an exam-
ple of the salience values of the last verb.

The distributions for the salience value ob-
tained from three word embedding models
and one baseline model are shown in Figure 3.

Single-sided nonparametric two-sample
Wilcoxon Tests are carried out between pro-
drop and non-pro-drop character salience of
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Figure 3: Salience distributions from the word embedding models: GloVe, BERT, Word2Vec, and Baseline.
(a) Salience distribution based on distance-weighted models; (b) Salience distribution based on distance-
unweighted models. The blue boxplots are pro-drop salience cases, and the red ones are non-pro-drop.
The BERT and Word2Vec models show significant pro-drop > non-pro-drop effect, and GloVe model
shows marginally significant result (See detailed Wilcoxon tests results in Table 3).

all three word embedding models and the
baseline model. 422 cases are randomly se-
lected from non-pro-drop salience values to
match the size of the pro-drop ones, and this
process is repeated 1000 times to gain the
average statistic values. The test results are
shown in Table 3. For distance-weighted mod-
els, BERT and Word2Vec show significant re-
sults (p < 0.05), and GloVe show marginally
significant result (p = 0.063). For distance-
unweighted models, none of them show signif-
icant results. The Wilcoxon test results based
on ranged salience are shown in Table 3 in
columns “range < 10/20/30 clauses” as com-
pared to the non-ranged results in “range =
all”. As shown in the table, the effects of
“pro-drop > non-pro-drop” on correct character
salience tend to be larger when the salience is
calculated based on ranged clauses. The Base-

line model shows null effects on both distance-
weighted and distance-unweighted models for
all the ranged cases. As shown in Figure 3,
the boxplots are consistent with the Wilcoxon
tests.

4.2 Logistic Regression: Predict Pro-drop
with Character Salience

With the salience values described in the pre-
vious section, the logistic regression model is
applied to examine the effect of salience on pro-
drop. 75% of the data are used as the training
set, and 25% of the data are used as the testing
set. See the prediction accuracy results in Table
4 based on salience values obtained from all-
ranged and clause-ranged clauses. As shown
in Table 4, except for the baseline model, all
the distance-weighted language models’ re-
sults show above chance ( > 50%) accuracy.
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As for distance-unweighted language models,
only GloVe and Word2Vec show above chance
results on all-ranged predictions. Similar to
the “range-effect” shown in the previous sec-
tion, it can be seen from the prediction results
as well that ranged clauses’ prediction accura-
cies tend to be slightly higher than non-ranged
results.

5 Discussion

The main findings of this study are: (1) Com-
pared with overtly expressed subjects, omit-
ted subjects have higher verb-usage continuity.
In this respect, they stand out among other
story characters; (2) Clause distance plays a
role in contextual information strength: With
clause distance weighted, the pro-drop > non-
pro-drop salience effects are statistically signif-
icant; (3) Constraining the range of candidates
by clause recency appears to strengthen these
effects.

These results validate Topic Chain theory
(Tsao, 1977) by showing how verbs contribute
to the discourse coherence that omitted pro-
nouns depend on. The “ranged” recency
effect indicates that local contextual coher-
ence might play a more important role than
whole-discourse-level coherence. This re-
cency effect may also explain the better per-
formance obtained by BERT and Word2Vec
compared to GloVe, since GloVe word em-
beddings are obtained from discourse-level
word co-occurrence statistical features, and
BERT and Word2Vec are trained on compara-
bly smaller scale contextual information.

It shall be noted that verb-usage continuity
is not the only factor that conditions pro-drop.
Other factors, including nonverbal lexical in-
formation and syntactic patterns e.g. with con-
junctions, also support discourse coherence
(Halliday and Hasan, 1976). In this light, it is
remarkable that one factor on its own, verb-
usage continuity, yields above-chance accu-
racy in predicting pro-drop.

6 Conclusion

This study quantifies character-verb usage con-
tinuity as an aspect of discourse that helps
comprehenders resolve omitted pronouns.
Omitted pronouns tend to show higher verb
usage consistency compared to pronounced

entities, and this effect is strengthened by
clause recency.
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A Appendix

Story character Annotation Label Number of Occurrence
the little prince ch4_prince 676
the story teller ch1_storyteller 356

the rose ch12_rose 166
the king ch18_king 71
the fox ch28_fox 67

the planet ch11_planet 62
the lamplighter ch23_lighter 54

the sheep ch5_sheep 48
the geologist ch24_geologist 41

the grownups ch3_grownups 39
the snake ch26_snake 39

the businessman ch22_shiyejia 37
readers ch8_audience 30

the volcano ch17_volcano 22
the baobab ch9_tree 20

the drunk man ch21_drunk 18
the conceited man ch20_xurong 16

the travelers ch31_traveler 15
the seed ch10_grass 13

the explorer ch25_explorer 13
the red-faced man ch14_redface 11

the boa ch2_boa 10
the switch man ch29_switcher 10
the astronomer ch6_universescholar 7

the echo ch27_echo 5
the tiger ch15_tiger 5

the drafts ch16_wind 4
the train ch30_train 4

the merchant ch32_merchant 4
the children ch13_kids 3
the general ch19_general 3

the ruler ch7_ruler 1

Table A1: The number of occurrence of each
character in the annotated discourse
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Agent Patient
pro-drop 422 16

non-pro-drop 2032 1329
total number 2454 1345

Table A2: Distribution of annotated Agents and Patients in the whole discourse.

verb 回来

verb_id 16008
agent_character ch4

pro_drop False
ch1_prev_verbs [只有,看到,想,用,画,画,让,画,...]
ch2_prev_verbs [咀嚼,吞,动弹,消化,消化,开,闭,闭,...]
ch3_prev_verbs [理解,看,懂,需要,解释,劝,靠,弄,...]
ch4_prev_verbs [朝,望,出现,给,像,没有,像,干,...]
ch5_prev_verbs [病,需要,像,睡,去,用,跑,跑,...]

... ...
ch30_prev_verbs [运载,发,往,朝着,开,过]
ch31_prev_verbs [寻找,回来,满意,住,追随,追随,睡觉,打哈欠,...]
ch32_prev_verbs [说道,贩卖,卖,说]

Table A3: Example of Verb-Character table. (See a translation of this table in Table A4)

verb come back
verb_id 16008

agent_character ch4
pro_drop False

ch1_prev_verbs [have, see, want, use, draw, draw, let, draw,...]
ch2_prev_verbs [chew, swallow, move, digest, digest, open, close, close,...]
ch3_prev_verbs [understand, see, understand, need, explain, advise, lean, play,...]
ch4_prev_verbs [turn, watch, show up, give, alike, (not) have, alike, do,...]
ch5_prev_verbs [sick, need, alike, sleep, go, use, run, run,...]

... ...
ch30_prev_verbs [carry, send, go, turn, drive, pass]
ch31_prev_verbs [look up, come back, satisfy, live, follow, follow, sleep, yawn,...]
ch32_prev_verbs [speak, sell, sell, say]

Table A4: Translation of Table A3: Example of Verb-Character table.
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Relevance Regressor (Non-weighted relevance, Weighted relevance)
rel_glove_ch1 (81.89066125531684, 0.32419914580071807)
rel_glove_ch2 (1.8756812506219913, 0.001503683756709864)
... ...
rel_glove_ch32 (0.8230171383397842, 0.001262691669193839)
rel_bert_ch1 (176.59183087820725, 0.6119750732174682)
rel_bert_ch2 (4.919826668243348, 0.0027848581443943223)
... ...
rel_bert_ch32 (0.867459723760406, 0.001329274033713714)
rel_word2vec_ch1 (134.572604613474, 0.4595537826115222)
rel_word2vec_ch2 (2.8936049625643223, 0.0020496541891822087)
... ...
rel_word2vec_ch32 (0.9999583161919829, 0.0015334960473239322)
rel_baseline_ch1 (-0.771830408650495, 0.008005141647819333)
rel_baseline_ch2 (-0.008373434318707955, 5.9110606393949324e-05)
... ...
rel_baseline_ch32 (0.08827132539725344, 0.00013526127447238275)

Table A5: Example of relevance results for the last verb

Regressor Example value
verb 回来 (come back)
correct character ch4
pro-drop False
salience-glove-unweighted 45.761057
salience-bert-unweighted 57.886974
salience-word2vec-unweighted 56.125342
salience-baseline-unweighted 1.087911
salience-glove-weighted 1.206085
salience-bert-weighted 1.522071
salience-word2vec-weighted 1.427663
salience-baseline-weighted 0.979743

Table A6: Example of salience results for the last verb from three language models and one baseline
model with distance-weighted/-unweighted
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Abstract

Humans process natural language online,
whether reading a document or participating in
multiparty dialogue. Recent advances in neural
coreference resolution have focused on offline
approaches that assume the full communication
history as input. This is neither realistic nor
sufficient if we wish to support dialogue under-
standing in real-time. We benchmark two ex-
isting, offline, models and highlight their short-
comings in the online setting. We then modify
these models to perform online inference and
introduce rollback: a short-term mechanism
to correct mistakes. We demonstrate across
five English datasets the effectiveness of this
approach against an offline and a naive online
model in terms of latency, final document-level
coreference F1, and average running F1.

1 Introduction

In environments like multiparty spoken dialogue
and social media streams, text in the form of to-
kens and sentences are available in (near) real-time.
To promptly make use of this data, NLP systems
often need to process text before additional tokens
or sentences are available. For example, this could
enable interruptions with a response or a clarifica-
tion question (Boyle et al., 1994; Li et al., 2017),
make decisions during a social media stream (Math-
ioudakis and Koudas, 2010), or recognize and trans-
late speech live (Oda et al., 2014; Ma et al., 2020).
While some language technologies operate incre-
mentally in the online setting, many document-
level understanding models and tasks do not.

A core task in language understanding is resolv-
ing references. Recent work has made significant
progress on improving accuracy for single doc-
uments (Lee et al., 2017; Wu et al., 2020) and
in the cross-document setting (Caciularu et al.,
2021). However, this focus on document-level
resolution makes use of global higher order infer-
ence and document-level encodings. As interest

Joey Y’know what, I kinda need to work on my stuff  tonight.

Lauren Oh, okay. I’ll see you tomorrow. G’night.

Kate Yeah, I guess.

Hey! So, since we’re getting off  early, do you want to go 

paint mugs?Lauren

This is a terrible play! I’ll see you in the morning.Director

Kate I can’t believe we go in, in a week.

Joey Ah, are you okay?

Joey Hey, it’s gonna be all right.

t = 6

t = 7

Figure 1: In this scene from Friends, viewers can deduce
who "you" refers to at t = 6, and we want coreference
models to be similarly capable. At t = 7, viewers
may need more context, such as the identity of the next
speaker, to be certain of who "you" refers to. Absent
that context for a text-based model, its predictions will
be incorrect. Our proposed rollback is a cheap and local
revision mechanism that corrects these type of mistakes.

in coreference resolution is shifting back towards
dialogue (Khosla et al., 2021), the offline setting
is inconsistent with how dialogue is found in the
real world. Now equipped with neural models and
large-scale data, we revisit the online coreference
resolution setting (Stoness et al., 2004; Schlangen
et al., 2009).1

In this work, we are motivated by the human abil-
ity to resolve references without looking into the
future (Figure 1). We simulate the online setting for
two offline models (Xu and Choi, 2020; Xia et al.,
2020) by making full predictions after each sen-
tence and masking the future context. This either
leads to significantly increased latency or lowered
accuracy. We then modify the latter model to prop-
erly perform online inference and show that while
accuracy does drop relative to the offline baselines,
the latency is substantially lower. Finally, we pro-
pose rollback, a backtracking method which allows

1Xu and Choi (2022) recently explore the online setting in
contemporaneous work.
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the model to correct recently made decisions. On
several coreference datasets, we show that this can
recover performance comparable to that of the of-
fline model with the latency of online models.

2 Task: Online Coreference Resolution

In offline (single doc) coreference resolution, the in-
put is a document D, and the output is a set of clus-
ters (or chains) of text mentions, C = {C1, ..., Cn}
such that any two mentions in a given Ci core-
fer. Evaluation can be performed at the document
level, S(Cpred, Cgold), by comparing the predicted
clusters to the gold reference clusters with an av-
erage of three corpus-level metrics, MUC (Vilain
et al., 1995), B3 (Bagga and Baldwin, 1998), and
CEAFϕ4 (Luo, 2005), for the accuracy of mentions,
links, and clusters. When each metric is instead
computed at the corpus level instead before averag-
ing, we refer to this as final F1 (identical to CoNLL
2012 F1).

In the sentence-level online setting, D =
[X1, X2, ..., XT ] is a stream of sentences or utter-
ances. After time t, we predict clusters Cpred,t =
{C1,t, ..., Cn,t} conditioned on only [X1, ...Xt].
For the reference clusters Cgold,t, we restrict clusters
in Cgold,t to contain only mentions up to sentence
Xt. This may lead to empty clusters which are
ignored when calculating the score.2 To evaluate,
we propose additionally using running F1 for each
document:

Srunning(Cpred, Cgold) =

T∑

t=1

1

T
S(Cpred,t, Cgold,t).

These document-level scores are subsequently aver-
aged across the corpus (macro-average), in contrast
to the already corpus-level metrics of final F1.

We are not the first to observe that references
should be resolvable without future context. Prior
work (Stoness et al., 2004; Schlangen et al., 2009;
Poesio and Rieser, 2011) has also emphasized the
importance of incremental (online) prediction of
reference, especially in the context of dialogue.
Since most models at that time already operated at
the sentence level, their work is at the token-level
granularity. Our work does not go as far; our goal
is to first rein back document level neural models
to the sentence level, which is still appropriate in
applications where full utterances are available.

2Singletons may also be ignored depending on the dataset.

Dataset Training Dev Test Avg. sents

OntoNotesall 2,802 343 348 26.8
OntoNotesconv. 393 75 71 54.9
OntoNotestext. 2,409 268 277 22.2

CI 987 122 192 19.0
LitBank 80 10 10 84.4
QBCoref 240 80 80 4.7

Table 1: Number of documents in each split for each
corpus considered in this work. Avg. sents refers to
number of sentences per document in the training set

Finally, we would like to compare the latency
of different systems. Unlike token-level work in
speech (Zhang et al., 2016) or translation (Gu et al.,
2017), we are primarily interested in sentences, and
we do not have readily available timestamps. Fur-
thermore, modern models can process a single sen-
tence in under a second, while sentences take sub-
stantially longer to be spoken or typed. Therefore,
we mainly report document-level latency, which is
the wait time between the end of the document and
production of predictions. We revisit and discuss
sentence-level latency in Section 4.4.

3 Method

3.1 Datasets

We select several coreference datasets to study, de-
tailed in Table 1, that will let us analyze a variety
of domains. We split the CoNLL 2012 Shared
Task (OntoNotes) (Pradhan et al., 2013) into the
conversational (telephone and broadcast conversa-
tions) and nonconversational text (newswire, news-
groups, broadcast news, weblogs, religious texts)
genres. Character Identification (CI) (Zhou and
Choi, 2018) consists of transcripts from the TV
show Friends and is another source of social and
informal conversations. LitBank (Bamman et al.,
2020) is a collection of long excerpts from liter-
ature, which allows us to study latency scaling.
Finally, QBCoref (Guha et al., 2015) is a collection
of trivia questions where players are expected to
interrupt with the answer, which is an example of a
task needing a fast NLU model.

3.2 Models

We use Xu and Choi (2020) and Xia et al. (2020) as
our offline baselines. We then modify the inference
algorithm of the latter for our online experiments.3

3Code is available at https://github.com/
pitrack/incremental-coref.
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C2F (Xu and Choi, 2020) is a reimplementation
of the coarse-to-fine coreference model (Lee et al.,
2018) which detects mention spans in the entire
document, scores them with each other, and finds
the most likely antecedent for each span. It then
uses higher order decoding strategies to promote
pairwise consistency within a cluster. In this work,
we do not use these decoding strategies as they
are slower and only improve performance slightly.
We do, however, use the extension to the training
loss that accommodates singletons (Xu and Choi,
2021).

ICOREF (Xia et al., 2020) is a memory-efficient
incremental coreference resolution model, itself a
variant of the C2F model. They achieve this by
segmenting the document into pieces that fit into
a single SpanBERT (Joshi et al., 2020) window,
incrementally processing each segment, and sav-
ing the set of found entity clusters after each step.
Within each segment, they detect mention spans,
find each span’s most likely entity cluster, merge
it (or form a new cluster), and update that cluster’s
embedding. After each text segment, the predic-
tions for that segment are committed. This hard
decision foregoes any higher-order decoding strate-
gies, but this locality offered is exactly what we
wish to extend in the sentence-level online setting.

Naive online C2F is a baseline where C2F is
used to make full predictions after every sentence.
For a document with n sentences, this costs n calls
to the full C2F model, and effectively acts as an
upper limit on model performance.

Online ICOREF For the online models, we
choose to modify the inference process in ICOREF.
This is because ICOREF already processes the doc-
ument incrementally and it also foregoes global
inference across all clusters. Like prior models,
ICOREF encodes a variable number of sentences
per encoder forward pass, and each sentence would
have access to future contexts. To make this fully
online, we modify the algorithm by segmenting
the text by sentences instead of by tokens. Thus,
instead of making predictions every fixed number
of tokens (e.g. 512), the model makes predictions
every u sentences. Setting u = 1 would make an
online model at the sentence level.

Online ICOREF with rollback A drawback of
both ICOREF and online modeling in general is the
inability to correct mistakes in light of future con-

Algorithm 1 Online coreference with rollback
Input: Sentences S = s1, s2, ...; update frequency u; roll-
back frequency r; initial clusters C0 = ∅.
for st ∈ S do

if t ≡ 0 (mod ur) then
Ct−ur+1 = REVERT(Ct−1)
Ct = ICOREF(S[t− ur + 1 : t], Ct−ur+1)

else if t ≡ 0 (mod u) then
Ct = ICOREF(S[t− u+ 1 : t], Ct−1)

else
Ct = Ct−1

yield Ct

∆ Final F1 C2F ICOREF
Masked Training? No Yes No Yes

OntoNotesconv -7.8 -1.8 -8.0 -7.6
OntoNotestext -6.0 -0.3 -8.0 -6.9
LitBank -5.3 -1.9 -5.1 -5.4
QBCoref -4.9 -0.5 -1.1 -2.7
CI -5.5 -1.0 -11.0 -9.6

Table 2: We train a model with and without sentence-
level causal attention masks. We then report the dif-
ference in F1 between inference with and without this
mask in the offline setting. Full numbers in Appendix C.

text. We also introduce “rollback,” which is run ev-
ery r sentences (Algorithm 1). This process reverts
all predictions made in the previous r sentence-
window and remakes them all, batch-mode, with
the full (r-sentence) context. The trade-off of in-
creasing r is that the intermediate prediction qual-
ity can suffer, while decreasing r incurs additional
latency.

4 Experiments and Results

We first show that current models rely on future
context, which is not readily available in the online
setting. We demonstrate the effectiveness of online
models under latency and average running F1. In
particular, we analyze the benefits of rollback. Fi-
nally, we verify that for reasonable input stream
speeds, online approaches are indeed appropriate.

4.1 Masking the future
We first investigate the reliance of the two baseline
(offline) models, C2F and ICOREF, on future con-
text. As shown in Figure 1, models often use future
contexts to make predictions such as linking “you”
with the next speaker. For each model, we consider
applying a sentence-level causal mask in the en-
coder and remove any global decoding algorithms.
The causal mask restricts each token’s attention
only to other tokens in its sentence or a previous
one. With this mask at inference, we find that with
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naive online C2F ICOREF Online ICOREF + rollback
Metric Run. F1 Fin. F1 wt (ms) Run. F1 Fin. F1 wt (ms) Run. F1 Fin. F1 wt (ms) Run. F1 Fin. F1 wt (ms)

OntoNotesconv 79.2 77.0 237.8 24.9 76.2 319.3 74.8 72.7 52.0 76.6 75.2 79.0
OntoNotestext 82.3 80.6 195.2 28.9 80.5 223.8 77.8 77.4 62.1 79.1 79.9 87.9

LitBank 73.8 72.2 807.4 54.5 72.7 173.3 71.9 70.6 73.5 72.6 71.3 93.7
QBCoref 76.6 70.5 107.9 15.6 71.9 82.3 72.5 71.1 45.8 72.7 71.6 54.9

CI 74.7 73.0 137.5 14.2 71.9 227.8 65.1 66.7 47.3 67.3 70.1 59.3

Table 3: Final F1, running F1, and wait time for each datasets and four inference algorithms. Our proposed rollback
mechanism offers a strong compromise with higher F1s and comparable wait times vs. the fastest online models,
and a final F1 comparable to offline ICOREF. Naive online C2F is the strongest method, but also the slowest.

Dataset #Edits Ment. New Existing

LitBank 453 12.1, 9.3 12.6, 10.4 27.2, 6.0
QBCoref 145 20.0, 8.3 16.6, 13.1 16.6, 7.6

CI 429 4.9, 4.4 17.0, 5.6 27.0, 13.3

Table 4: We classify the edits made in each dev set via
rollback: Mention detection errors, missed New clus-
ters, and incorrect links to Existing clusters. We report
the percentage of (wrong→right, right→wrong) edits.
The unreported fraction of edits are wrong→wrong. We
omit OntoNotes because that dataset does not include
singleton clusters, making this type of analysis difficult.

both models, performance drops considerably (Ta-
ble 2). However, by training with the causal mask,
the C2F model recovers from these drops in the
masked setting. This suggests that coreference res-
olution models can be retrained to make better use
of previous context and rely less on “easy” future
signals. This finding is also quite promising for
future investigation into training methods.

On the other hand, masked training does not
affect the performance of the ICOREF model.
Nonetheless, the incremental nature of ICOREF

and ability to predict singletons is more amenable
to extension to an online setting, and so we proceed
with ICOREF without masking.

4.2 Online inference strategies

To properly evaluate online performance (as op-
posed to only simulating masking the future), we
apply the modifications to ICOREF described in
Section 3.2 and compare the running F1, final F1,
and wait time. By increasing update sizes, u, we
can interpolate between an online model (u = 1)
and the unmasked offline ICOREF model (where u
is the encoder window size). This “hybrid” mode
trades off wait time for F1, as increasing u leads to
longer wait times but better performance. In addi-
tion, we find that changing the rollback frequency
does not correlate with wait time because larger

updates are both costlier and rarer. So, we choose
the best r based on each dev set.

Table 3 shows that the online models are faster
than the offline ICOREF model and do better on
running F1, but worse on final F1. Online with
rollback is usually the best approach, as it achieves
high F1 scores across all datasets, while it also has
short wait times. Naive online C2F performs well
on F1, but it is substantially slower on especially
short or long documents.

The small margin on QBCOREF could be ex-
plained by the fact that the forward pass for online
ICOREF is equal to that of a causally masked of-
fline model and Table 2 shows that the gap between
a masked and unmasked model is small.

4.3 Error correction with rollback
In Table 4, we calculate the number of predictions
that are changed with rollback. In general, more
edits are corrections (wrong→right) than errors
(right→wrong), which demonstrates the effective-
ness of rollback. For all three datasets, many of the
corrections made address correctly assigning spans
to existing clusters, such as the "you" in Figure 1.
In QBCOREF, many corrections are un-predicting
a non-mention, while in CI, many corrections are
correctly predicting new starts of entity clusters.

4.4 Latency analysis
In this work, we assume that each sentence arrives
after all computation has been completed for the
previous sentence, which motivates our use of wait
time as a metric. However, this assumption may not
always be true in situations where utterances are
highly frequent or short, like in online chat rooms.

To verify this empirically, we run simulations to
find the token arrival speeds for which offline and
online models have equivalent sentence latency (de-
tails in Appendix E). For all datasets, we find that
this point is at over 200 words per second (wps).
Additionally, if the stream is slower than 20 wps,
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there is never a "delay" caused by processing a sen-
tence. This is substantially faster than the speaking
(Yuan et al., 2006) and reading (Brysbaert, 2019)
rates of around 3-5 wps. Therefore, sentence-level
predictions are being made faster than tokens are
produced, which validates our metric of wait time
in this work. This may not extend to some settings
with high arrival rates, like livestream comments.

5 Conclusion

We look at reining back document-level models for
neural coreference resolution to the utterance level
by proposing a shift towards online inference. We
propose a model with the capability for making pre-
dictions online, after every sentence. This leads to
lower latency than a corresponding offline model,
and maintains a consistently high running F1 after
each sentence. To edit predictions made without
future context, we introduce a rollback mechanism
which reverts and corrects recently made predic-
tions, bringing the F1 closer to that of the offline
model while maintaining its ability to make online
predictions with low latency.

Future work may consider extensions to this
approach by handling online processing at the
word-level, revisiting the scenario considered by
Schlangen et al. (2009).
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A Experimental Details

A.1 Datasets Preprocessing

We use the same preprocessing as Joshi et al. (2019)
for OntoNotes, Xia and Van Durme (2021) for Lit-
Bank (first fold) and QBCoref (first fold), and Tosh-
niwal et al. (2021) for CI. For the genre split in
OntoNotes, we split the full dataset into a conver-
sational and text-based component. Some weblog
documents are conversations on message boards.
We maintain this split because they are less conver-
sational than spoken dialogue, and it is consistent
with the split originally used in by ICOREF. While
OntoNotes does have non-English splits, we only
study English data in this work. To our knowl-
edge, the datasets and codebases were released
intended to advance research in coreference resolu-
tion, which is aligned with the focus of this work.

Since ICOREF does not readily take speaker em-
beddings, we augment the underlying text of CI
with speakers by prepending each utterance with
the name of the speaker(s), following the strategy
outlined by Wu et al. (2020), and we only filter
out these mentions before evaluation. We note that
there could be other ways of representing the speak-
ers, especially in plural situations, which we do not
explore as it is beyond the scope of the work. While
this follows the same preprocessing as Toshniwal
et al. (2021), we do not do this for C2F, as this
model uses the speakers as a feature. We do not

evaluate CI following the metrics outlined in Zhou
and Choi (2018) as we are primarily interested in
exploring online coreference by using the dialogue
and conversational nature of the dataset and not in
the plural mentions and multiparty aspect.

A.2 Hyperparameters

We maintain all the default hyperparameters for
both the C2F model4 and ICOREF model.5 For
C2F, we train with and without mention detection
loss (coefficient=1), depending on the dataset. At
inference, we would also include positive scoring
mentions in the predicted clusters. In addition, we
follow the previous findings on continued train-
ing (Gururangan et al., 2020; Xia and Van Durme,
2021) by continuing training from the publicly re-
leased OntoNotes checkpoints of each model. We
train each model once. Again, the goal of our short
paper is to highlight online coreference resolution,
specifically, online inference.

To that end, we explore several val-
ues of u ∈ [1, 2, 3, 4, 5, 6, 7, 8] and
r ∈ [2, 4, 5, 6, 8, no rollback] for each of the
datasets. We plot u in Figure 2 to interpolate
between the online and offline models. We select
r = 4 for QBCoref, r = 6 for LitBank, and r = 8
for the other splits. Furthermore, following the
findings in Section 4.1, we train all models with
and without the causal mask. Models without the
mask performs better.

For each test set and model (i.e. point in Fig-
ure 2), we run inference three times and take the
minimum time rather than the average. We use min-
imum because in rare cases, one of the runs would
be significantly slower, which would disproportion-
ately affect the average. Overall, the mean differ-
ence between the max and min wait time across all
datasets is around 10.5ms, or 12% relative to the
min wait time, and the median is 5.8ms.

A.3 Computing Revisions

To compute revisions due to rollback in Section
4.3, we split each mention identified by the model
either before or after rollback based on its gold
reference antecedent: not a mention, first mention
of a cluster, or part of another cluster. We count the
number of revisions for the first two classes. For
the third, we consider a cluster link correct if the

4https://github.com/lxucs/coref-hoi
5https://github.com/pitrack/

incremental-coref/
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∆ Final F1 C2F ICOREF
Masked Training? No Yes No Yes
Masked Inference? Yes No Yes No Yes No Yes No

OntoNotesconv 69.2 77.0 75.0 76.7 68.2 76.2 68.4 76.0
OntoNotestext 74.7 80.6 79.9 80.2 72.5 80.5 73.4 80.3

LitBank 66.9 72.2 68.8 70.7 67.6 72.7 67.5 72.9
QBCoref 64.9 69.8 70.0 70.5 70.8 71.9 69.7 72.5

CI 67.6 73.0 71.8 72.8 60.9 71.9 61.2 70.9

Table 5: This is the full version of Table 2, on the test set. Each entry instead shows the score with mask and the
score without mask instead of the difference
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Figure 2: We plot the average wait time against the final F1 (test) and the running F1 (×) for select models. By
varying the update frequency, we interpolate between online and offline ICOREF models in both final F1 and wait
time.

majority of the predicted cluster overlaps with the
reference cluster.

A.4 Compute

We run all experiments on a single NVIDIA RTX
Quadro 6000 GPU. Training each model completes
in under 24 hours, with some datasets like QBCoref
taking significantly less times (under an hour). In-
ference runs in 1-5 minutes per trial. Because our
focus was not on training (we trained each model
only once and we leveraged continued training),
we estimate we use around 15 GPU-days for all
results presented in this paper, and not substantially
(at most 3x) more than that in the development of
this work. Each model is dominated by the size of
SpanBERT-large (334M). C2F models have 381M
parameters and ICOREF has 373M.

B Usage

Like any improvements to information extraction
or natural language understanding technologies,
malicious users can more easily automate harm-
ful applications (e.g. illegal web scraping). For
this work in particular, introducing an online coref-
erence resolution model could make such appli-
cations even faster and shift the paradigm further
towards harmful (algorithmically) online applica-

tions. Nonetheless, these coreference resolution
models themselves are not a complete technology,
and so the harms of this work are minimal. Both
of the baseline models we use in this work and
the subsequently released code are licensed under
Apache 2.0.

C Masked Training and Inference

Table 5 is a more complete version of Table 2 from
Section 4.1.

D Visual comparison of strategies

We can also visualize Table 3 in Figure 2, which
shows several inference procedures. This figure
more clearly shows that by modifying the rollback
frequency, a hybrid inference method can be cho-
sen to favor a purely online approach or a slower,
offline approach.

E Latency

To compute sentence-level latency, we assume each
(sub)token arrives uniformly at a specified rate.
When the last token of a sentence arrives, if the
model decides to process the preceeding chunk, we
simulate running inference over the previous sen-
tence(s). In parallel, we assume tokens continue
arriving.
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Figure 3: Simulated mean sentence-level latency given different token arrival rates.

We compute the latency between the end of each
sentence and when the predictions for that sen-
tence are produced by the simulated model. Since
ICOREF is sequential, if the model is due to process
a segment before the previous one is completed, the
next segment is blocked until the previous one is
complete.

We run inference once to obtain the size of the
job for each of these segments, and then simulate
sentence-level latency with different rates. We do
this for just the online and offline ICOREF models,
as the goal is to gain some intuition over token
arrival rates and these were usually the fastest and
slowest. The results are plotted in Figure 3
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Abstract

Product reviews may have complex discourse
including coreference and bridging relations to
a main product, competing products, and inter-
acting products. Current approaches to aspect-
based sentiment analysis (ABSA) and opinion
summarization largely ignore this complexity.
On the other hand, existing systems for coref-
erence and bridging were trained in a different
domain. We collect mention type annotations
relevant to coreference and bridging for 498
product reviews. Using these annotations, we
show that a state-of-the-art factuality score fails
to catch coreference errors in product reviews,
and that a state-of-the-art coreference system
trained on OntoNotes does not perform nearly
as well on product mentions. As our dataset
grows, we expect it to help ABSA and opinion
summarization systems to avoid entity refer-
ence errors.

1 Introduction

To help consumers and businesses make sense of
high volumes of product reviews, the NLP com-
munity has developed techniques for aspect based
sentiment analysis (ABSA) (Pontiki et al., 2014,
2016), and, more recently, opinion summarization
(Amplayo et al., 2022). These techniques have de-
veloped mostly without addressing challenges in
coreference (Aone and William, 1995) or bridging
(Clark, 1975).

In aspect based sentiment analysis (ABSA), as-
pect categories and associated polarities are ex-
tracted (Pontiki et al., 2016). In one subtask of Se-
mEval 2016 Task 5, this is done on a per-sentence
basis without awareness of the product being re-
viewed. In the other, the full review is available,
but entity comparisons are not explicitly peformed.
This approaches poses a danger when a customer
mentions a competing product or interacting prod-
uct in the review, because aspects pertaining to the

∗Work performed at NEC Laboratories America.

competing product may be falsely associated with
the main product.

As a multi-document summarization task with
extractive (Angelidis et al., 2021) and abstrac-
tive (Chu and Liu, 2019; Suhara et al., 2020) ap-
proaches, opinion summarization may create coref-
erence errors by quoting a pronoun out of context
(extractive) or hallucinating a sentence with enti-
ties confused (abstractive). Factuality checking
(Laban et al., 2022; Scialom et al., 2021) promises
more correct summaries, either by postprocessing
outputs judged to be logically inconsistent (Cao
et al., 2020), or by providing a training signal for
contrastive learning (Wan and Bansal, 2022). As
we show in section 4, a state-of-the-art natural lan-
guage inference (NLI)-based factuality score often
fails to capture coreference errors.

Because existing ABSA and factuality scores do
not learn to catch coreference or bridging errors
adequately, a new resource is necessary. De Clercq
and Hoste (2020) released coreference annota-
tions on restaurant reviews, but this domain mostly
lacked the mentions of competitors and interacting
products found in product reviews. In this paper,
we define a mention classification task for product
reviews which simplifies the coreference and bridg-
ing resolution tasks. Our simplified task reduces
labeling burden compared to labeling all pairs of
mentions. Minimally trained crowdworkers are
able to assign our labels with good agreement. We
collected labels for 8,894 mentions in 498 reviews
already, and plan to continue collecting labels from
3,000 reviews. The size of the dataset currently
may be adequate only for evaluation, but we plan
to collect more data which will make it useful for
development.

Our contributions are: (1) simplifying corefer-
ence and bridging for product reviews into a task
for which we can obtain quality labels from crowd-
workers, (2) constructing a dataset for this task, (3)
showing the weakness of a state-of-the-art factu-
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ality score on detecting confused entity mentions
in product reviews, and (4) preliminary analysis
of an existing coreference system applied to our
annotated data. Once enough data for training is
collected, we envision that ABSA or NLI systems
might use predicted mention types as features, so
that e.g. an ABSA system would recognize a sen-
tence discussing an attribute of a competing prod-
uct and not report it as an aspect of the product
being reviewed, or a factuality score would catch
entity inconsistency between source and generated
text.

2 Dataset

We annotated 498 electronics reviews from the
Amazon Review Dataset (McAuley et al., 2015; He
and McAuley, 2016), consisting of reviews posted
from May 1996 to July 2014. We use the elec-
tronics category as we expect the reviews in this
category to include competing products and inter-
acting items frequently. The rating for each review
is given, and we retrieved the product name from
the Rainforest API.1

3 Annotation

3.1 Annotation Scheme

Rather than asking workers to annotate mention
pairs, we identify the main product by the name of
the product being reviewed, and ask the workers to
annotate every mention in the review by whether it
is identical to the main product, a competing prod-
uct, a product interacting with the main product
or competitors, or a generic term for the category
of the main product. Four corresponding bridging-
related mention types are annotated for mentions
that refer to a part or attribute of one of these cate-
gories. Every other mention is annotated with the
ninth type, others. Appendix A gives detailed defi-
nitions of our nine mention types, with examples.

In this way, a mention type specifies less infor-
mation than a true coreference or bridging relation.
We expect the antecedent of every coreference re-
lation to be labeled with the same mention type,
and the antecedent of every bridging relation to be
labeled with a corresponding mention type. While
the “main product” type usually will consist of a
single coreference cluster, multiple, non-identical
competing products or interacting products may be
mentioned.

1https://www.rainforestapi.com

For each of the 498 reviews, we automatically ex-
tract mentions and crowdworkers annotate mention
types. We use the mention detection sieve in the
Stanford’s Multi-Pass Sieve Coreference Resolu-
tion System (Lee et al., 2013; Recasens et al., 2013)
to extract mentions, including singletons. We fil-
ter out personal mentions2 because our annotation
scheme is not concerned with them.

3.2 Annotation Procedure & Agreement
Reviews with Mixed Sentiments. To collect
competing, generic, and interacting mentions more
efficiently, we filter the source reviews as follows.
A review with 2 to 4 stars overall could have mixed
sentiments because it talks about both pros and
cons of the main product, but we expect that 1 or 5
star reviews with mixed sentiments say only nega-
tive (or positive) things about the main product so
that positive (or negative) sentiments must refer to
a competing, generic, or interacting product. Thus,
we take the mixed-sentiment reviews with 1 or 5
stars to obtain source data likely to include more
competing, generic, or interacting products.

Hence, we train a sentence-level sentiment anal-
ysis classifier to find reviews containing sentences
with mixed sentiments. We employ RoBERTa-base
and pre-train the model on a noisy-labeled train-
ing datasets, which consists of electronics reviews
from the Amazon review dataset. We use 4 or 5
stars as positive and 1 or 2 stars as negative in-
stances. These are noisy data because positive (or
negative) instances could include negative (or posi-
tive) sentences. Then, we fine-tune the model on
a clean sentence-level sentiment dataset generated
by Wang et al. (2019) using SemEval 2016 Task 5
(Pontiki et al., 2016). We use their laptop domain.
As a result, 61.1% of 1 star reviews and 46.7% of
5 star reviews are classified as ones with mixed
sentiments.

Crowdsourcing Task We collect annotations
via crowdsourcing on Amazon Mechanical Turk
(AMT).3 Workers are given a review that contains
15 to 20 mentions, where we add a sentence, "I
bought {product name}," at the beginning of the
review to help the annotator understand the review
text. Then, we ask three workers to select a men-
tion type for each mention in a review. Workers
are required to pass a qualification test and are soft-

2We filter out personal pronouns and relative person noun
phrases (e.g., The husband) using a lexical resource in Hou
et al. (2014).

3https://www.mturk.com
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Docs Sentences Tokens Mentions
498 3,883 63,184 8,894

Table 1: Statistics on dataset.

Mention Type Counts
Main 2864

P/A of Main 1512
Competing 429

P/A of Competing 103
Generic 193

P/A of Generic 18
Interacting 853

P/A of Interacting 308
Others 2127

Table 2: Distribution of mention types for agreed men-
tions (including the given product title, which is auto-
matically labeled).

blocked if their agreement with majority labels is
worse than 85%. We focus on agreed mentions,
meaning those on which a majority (2 of 3) of
workers agreed on a label.

Our annotated dataset is available as supplemen-
tary data to the paper.

3.3 Resulting Dataset & Agreement Study
Table 1 shows dataset statistics. In total, eleven
crowdworkers annotated 8,894 mentions in 498 re-
views. The resulting distribution of labels is shown
in Table 2. As can be seen, bridging labels are less
frequent than their non-bridging counterparts. For
both kinds, the interacting is the second most fre-
quent and the competing is the third most frequent
label.

We use Cohen’s kappa (Cohen, 1960) to mea-
sure inter-annotator agreement. For each mention,
we order three annotators in the order of submis-
sion time, and use all pairs of three annotators for
calculating agreement. Over all pairs, the agree-
ment between the earlier annotator and the later
annotator is substantial: kappa is .681 4.

4 Do factuality scores detect coreference
errors?

Using our dataset, we can construct examples
that test a factuality score’s ability to accept
coreference-consistent substitution of entities and
reject inconsistent substitions. For NLI-based fac-
tuality checking, we apply the SummaC zero shot
(ZS) system (Laban et al., 2022). We consider
one version in which it computes implication us-
ing each sentence individually, and another version

4See Appendix B for more agreement study

Orig. Repl. Consis. Inconsis.
Main Main 100%
Main Competing 83%
Main Interacting 93%
Competing Competing 75%
Competing Main 82%
Competing Interacting 93%
Interacting Interacting 45%
Interacting Main 100%
Interacting Competing 100%

Table 3: Rates at which substitutions were manually
verified as consistent or inconsistent.

Original Replacement Label Accuracy
Main Main Consis. 100%
Main Competing Inconsis. 20%
Main Interacting Inconsis. 38%
Competing Competing Consis. 87%
Competing Main Inconsis. 44%
Competing Interacting Inconsis. 50%
Interacting Interacting Consis. 89%
Interacting Main Inconsis. 32%
Interacting Competing Inconsis. 100%

Table 4: SummaC-ZS results.

in which the whole review document is used as a
single premise for implication. Although the origi-
nal paper suggested that sentence-level granularity
could be beneficial, the document-level granularity
may have a better chance of following coreference
and bridging relations across sentences. Both ver-
sions are trained on MNLI (Williams et al., 2018)
plus Vitamin C (Schuster et al., 2021).

We test the SummaC-ZS score on our annotated
product reviews as follows. For the mention cate-
gories “Main product,” “Competing product,” and
“Interacting product,” we take sentences that con-
tain the second or subsequent mentions of these cat-
egories (so that coreference antecedents are likely),
and construct one sentence in which we replace
that mention with the main product name, or the
first mention of a competing product, or the first
mention of an interacting product. The task is to de-
termine whether this generated sentence is factually
correct or not. One consistent replacement and one
inconsistent replacement was generated from each
of 60 reviews. Replacements whose type agrees
with the original mention are usually expected to
be correct and replacement across categories are
expected to be incorrect, but in case they are not,
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MUC B3 CEAF4
P R F1 P R F1 P R F1 AVG F1

OntoNotes 85.9 85.5 85.7 79.0 78.9 79.0 76.7 75.2 75.9 80.2
Main 68.3 59.5 63.6 63.1 48.3 54.7 50.5 68.1 58.0 58.8

Competing 37.1 27.4 31.6 43.7 28.8 34.7 57.7 40.6 47.7 38.0
Generic 22.2 11.8 15.4 32.3 14.0 55.0 19.6 18.8 28.0 21.0

Table 5: Coreference results. The metrics are MUC, B3, and CEAFϕ4 as well as the average F1 of these metrics.

the ground truth is manually checked by an author
and disagreements are filtered out. Examples of the
replacements are shown in Appendix C.

Table 3 reports the rate at which each substitu-
tion was verified by an author to be consistent. One
major reason a replacement within the same cat-
egory can fail to be consistent is the presence of
non-identical mentions within the category. This
occurs with 20% of Competing and 55% of Inter-
acting substitutions. The remaining 5% of disagree-
ments on Competing substitutions are due to the
annotation error. A major reason why a replace-
ment with another category fails to be inconsistent
is that machine’s replacements are correctly done,
but the resulting sentence is still consistent based
on human’s interpretation. This occurs with all dis-
agreements on Main, 9% of Competing replaced
with Main, and all of Competing replaced with In-
teracting. The other 9% of Competing replaced
with Main are due to annotation error.

The SummaC-ZS models were tested on the
manually verified NLI pairs. Table 4 shows the
accuracies achieved with document granularity on
test examples of replacements of each mention type,
using a score threshold of .5. Inconsistent substitu-
tions are mostly not caught. Varying the threshold
of the models to alter the bias, we obtained an AUC
of .721 using sentence granularity and .770 using
document granularity.

Everything in the generated text but the entity
mention exactly matches the source text. Hence,
there are no semantic challenges apart from the
entity resolution. Therefore, this result shows sig-
nificant room for improvement in distinguishing
non-coreferent entities.

5 Evaluating Pre-trained Coreference

We evaluate the coreference clusters output by the
system of Xu and Choi (2020) against the clusters
consisting of all mentions of three types: main,
competing, and generic. Generally these mention
types will consist of a union of coreference clus-

ters. To associate coreference clusters output by
the system to one of these mention types, we take
the union of all the clusters intersecting the men-
tion type. Therefore recall failures will occur only
when a mention fails to be detected or is not recog-
nized as an anaphor to be linked to anything. Good
recall means that the mentions of the category were
recognized as potential anaphors. A precision fail-
ure with respect to these mention types indicates
an error in which the coreference system links a
mention with an antecedent of a different type.

We use the coreference model in Xu and Choi
(2020) with the SpanBERT-Large encoder trained
on OntoNotes 5.05 and set all parameters as in
the original paper. Table 5 reports MUC, B3, and
CEAFϕ4 for types that have more than mention.

The model achieves lower AVG F1 in Compet-
ing and Generic compared to Main. From the men-
tion distribution in Table 2, we see that randomly
chosen product mentions are more likely to be an-
notated as Main, making it easier to get higher
precision than Competing or Generic, which cor-
rectly match fewer mentions. Additionally, there
may be non-identical mentions within the Compet-
ing and Generic categories, possibly contributing
singleton cluster predictions which are filtered out
even if the mention type overall contains multiple
entities. Although Main is likely to have identical
mentions, the model still underperforms in AVG F1
compared to OntoNotes, possibly due to difficulty
recognizing the lengthy product names as anaphora,
or other challenges applying a model trained on
news articles to the product review domain.

6 Conclusion

We presented a new corpus of 498 electronics prod-
uct reviews with a relaxed form of coreference
and bridging annotation. We tested an OntoNotes-
based coreference system on the reviews, and used
the annotations to measure how much a factuality
score failed to detect coreference errors on product

5https://catalog.ldc.upenn.edu/LDC2013T19
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reviews. As more data is collected, we hope the
resource will be useful to help ABSA and opin-
ion summarization systems avoid entity reference
errors in analyzing product reviews.
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A Examples of Mention Types
Main Product. The main product is a phrase that
refers to the product being reviewed.

(1) I bought a Canon EOS 90D camera. I love this
product so much. It has amazing lenses.

Competing Product. The competing product is
a phrase that refers to something a reviewer might
purchase (or already did purchase) as an alternative
to the main product.

(2) I bought Sennheiser Headphone. The sound
quality is poor. My Phillips headphones have
better sound quality.

(3) I bought Anker speaker. After going through
reviews of the different products, I decided to go
with this little monster.

Generic Term. The generic term is a phrase that
refers to a general class of products to which the
main product belongs.

(4) I bought Sony speaker. So I was thinking about
getting a small portable bluetooth speaker for
some time.

Part-of/Attribute-of Main Product. This indi-
cates a phrase that is a part or attribute of the prod-
uct being reviewed.

(5) I bought Sennheiser Headphone. But, the ca-
ble easily get tangled.

(6) I bought Apple iPhone 13 Silicone Case. I like
its color.

Part-of/Attribute-of Competing Product. This
indicates a phrase that is a part or attribute of the
competing product.

(7) I bought a Surface Laptop. I like my old mac-
book because its keyboard is easy to type.

Part-of/Attribute-of Generic Term. This indi-
cates a phrase that is a part or attribute of the gen-
eral class to which the main product belongs, not
specifically the main product.

(8) I bought a Surface Laptop 11-inch. I’ve been
thinking to buy a 11-inch laptop, but I was worried
if the screen is too small. Turned out it’s good
enough.

Interacting Item. The interacting item is a
phrase that refers to an item that are used with
the main product, competing product, or generic
term.

(9) I bought Samsung monitor. I used my HDMI
cable to connect with a laptop, but the cable was
broken.

Part-of/Attribute-of Interacting Item. This in-
dicates a phrase that is a part or attribute of the
interacting item.

(10) I bought Samsung monitor. I used my laptop
with this monitor, but it did not work. I typed on
the keyboard of the laptop ...

Others. This indicates a phrase that is not any of
above types.

B Agreement Study

To investigate which parts of our annotation scheme
are well-defined and well understood, Table 6
shows the confusion matrix for annotations on
agreed mentions, where rows correspond to work-
ers’ annotations and columns correspond to the
majority label. Many generic mentions are thought
to refer to the main product, and a part or attribute
of a generic mention may be confused with a par-
ticular (main or competing) product.

C Examples of substitutions for factuality
checking

Here we give some examples that we constructed
to test whether SummaC-ZS recognized consistent
and inconsistent substitution of entities.

C.1 Substitutions we tested
Generally, we expect substitution by the same men-
tion type to result in consistent hypotheses and
substitution by different mention types to result in
inconsistent hypotheses. Here are two such exam-
ples that were included in our test dataset:

Replacing competing product by competing
product:

• Review: I bought Creative Labs Vado Pocket
Video Camcorder (Pink) OLD MODEL (Dis-
continued by Manufacturer). I purchased this
as a gift for a business associate and I had
planned to buy a pile more to create some low
budget video fun. Sadly, the Vado was better
in theory than in reality. The video was super
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Main P/A of Main Com P/A of Com Gen P/A of Gen Int P/A of Int Oth
Main 95.05 1.68 1.71 0.65 5.35 0 0.78 0.11 0.96

P/A of Main 2.09 89.2 0.62 4.85 1.55 5.56 1.37 5.09 3.98
Com 0.54 0.13 90.6 1.29 4.84 3.7 0.55 0.22 0.25

P/A of Com 0.04 0.4 1.48 83.82 0.52 3.7 0.16 0.87 0.41
Gen 0.62 0.35 2.87 0.97 84.11 3.7 0.86 0.87 0.24

P/A of Gen 0.03 0.26 0.08 2.27 1.21 81.48 0.04 0.43 0.16
Int 0.45 0.99 0.7 0.32 0.86 0 91.01 7.58 1.22

P/A of Int 0.11 1.54 0.16 1.94 0.35 0 3.09 80.52 1.22
Oth 1.07 5.45 1.79 3.88 1.21 1.85 2.15 4.33 91.57

Table 6: Confusion matrix on agreed mentions.

fuzzy and seemed out of focus. My associate
and I played with it for a couple days trying to
get the video to be in focus but we never got it
to look right. I bought a Flip and it worked
great. Sadly the Flip used AA batteries and
was more expensive but at least the video was
in focus...

• Hypothesis: I bought a Flip and a Flip worked
great.

• Human judgment: Consistent

Replacing competing product by main prod-
uct:

• Review: I bought Creative Labs Vado Pocket
Video Camcorder (Pink) OLD MODEL (Dis-
continued by Manufacturer). I purchased this
as a gift for a business associate and I had
planned to buy a pile more to create some low
budget video fun. Sadly, the Vado was better
in theory than in reality. The video was super
fuzzy and seemed out of focus. My associate
and I played with it for a couple days trying to
get the video to be in focus but we never got it
to look right. I bought a Flip and it worked
great. Sadly the Flip used AA batteries and
was more expensive but at least the video was
in focus...

• Hypothesis: I bought a Flip and Cre-
ative Labs Vado Pocket Video Camcorder
worked great.

• Human judgment: Inconsistent

C.2 Substitutions eliminated from testing
Our automatic procedure also constructed substi-
tutions such as the following, but based on human
validation, they were not tested. In the first ex-
ample, even though the mention types agreed, the

authors judged the resulting hypothesis as inconsis-
tent:

Replacing competing product by competing
product:

• Review: I bought Olympus Camedia D535 3.2
MP Digital Camera with 3x Optical Zoom.
Cute, nice display but apparently too easy to
delete pix. 90 shots disappeared. I am no
amateur. I have owned Casio, HP, (3) Sony
Mavicas, Nikon 4300, and some cheapo that I
threw away. Still use the Mavicas and Nikon.
The tiny xD memory chip is small and difficult
to handle, and it is in the battery case and
you drop out batteries. Either the memory
stick deleted itself or the delete sequence was
initiated without my knowledge or realization.
This is something I have never had happen
before. Not happy camper.

• Hypothesis: Still use Casio, HP and Nikon.

• Human judgment: Inconsistent

In the second example, even though the mention
types disagreed, the authors judged the resulting
hypothesis as consistent:

Replacing competing product by interacting
product:

• Review: I bought Hakuba DMSP-SD4 Media-
case for Digital Memory. I have three Hakuba
cases, and as Amazon conveniently pointed
out, I’ve ordered this very before. Unfortu-
nately, what I received this time around is not
what was pictured. Instead it is black (defi-
nitely NOT the color I would have wanted
(too difficult to see in my gear), does not
have a retaining strap of any sort (though,
for me, this is unecessary), and finally it cer-
tainly doesn’t seem like it’s as “substantial”
as my other Hakuba cases. If this is what
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is available, then so be it. However, please
understand that when shopping online, pic-
tures are all we have to decide what product
to purchase. Given a choice between what I
received and what was pictured, I would have
never chosen what I received.

• Hypothesis: Instead it is black (definitely NOT
the color I would have wanted (too difficult to
see in my gear), does not have a retaining strap
of any sort (though, for me, this is unecessary),
and finally it certainly doesn’t seem like it’s
as “substantial” as my gear.

• Human judgment: Consistent
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Abstract

We present a first release of 500 documents
from the multimodal corpus Tell-me-more
(Ilinykh et al., 2019) annotated with coref-
erence information according to the ARRAU
guidelines (Poesio et al., 2021). The corpus
consists of images and short texts of five sen-
tences. We describe the annotation process and
present the adaptations to the original guide-
lines in order to account for the challenges of
grounding the annotations to the image. 50 doc-
uments from the 500 available are annotated by
two people and used to estimate inter-annotator
agreement (IAA) relying on Krippendorff’s α.

1 Introduction

Coreference resolution—linking together all refer-
ring expressions that refer to the same discourse
entity—has a long tradition in computational lin-
guistics. The progress is undeniable as evidenced
by recent systems (Joshi et al., 2019; Kirstain et al.,
2021), particularly in the text domain, rich in news
data. Coreference resolution work for dialog and
spoken data in general, on the other hand, has been
less predominant, as the phenomena in this genre
are broader and harder to tackle (Khosla et al.,
2021). However, interest in tackling these chal-
lenges is possible thanks to the creation of new
resources. Situated dialog corpora—dialog about
an image presented as common ground to the dia-
log participants—is part of these recent resources.
Dialog text approximates natural conversations,
while the image constraints an otherwise unlim-
ited choice of entities and events in the dialog.

In this paper, we present a first release of a
portion of the multimodal corpus Tell-me-more
(Ilinykh et al., 2019) annotated with coreference
information according to the ARRAU guidelines
(Poesio et al., 2021). The Tell-me-more corpus con-
sists of images accompanied with a short English
text of five complete sentences, collected by ask-
ing participants to describe the image to a friend.

An example is presented in (1). The genre of these
texts is therefore in between standard text (as found
in news text for example) and dialog data which
reflects the features found in conversations rather
than written conventions. The simplicity of the text
is essential for our purposes, as it allows us to test
the limits of the guidelines to account for reference
and grounding. In contrast, standard situated dia-
log is very rich in changes of point of reference,
spacial references, and dynamic references depend-
ing on the participant’s cognitive state that are very
challenging to ground to the image.

(1) 1. There is four chair red laquer dining set shown in
the image. 2. There are opened white french doors
leading to the outside showing. 3. There is a pool
with blue water showing through the french doors. 4.
The pools is surrounded by green shrubbery. 5. The
wood floor is covered with white paint.1

We discuss some of the changes to the baseline
guidelines necessary to account for the challenges
of grounding the annotations while following stan-
dard anaphora annotation. This release comprises
500 documents. From those, 50 documents are dou-
ble annotated and used to estimate inter-annotator
agreement (IAA).2

1Note that the examples have been transcribed with their
original spelling errors and disfluencies. The English speak-
ers who provided the data were recruited through Amazon
Mechanical Turk and their IP addresses limited to the US.

2The annotations are publicly available at https://
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2 Related Work

Anaphora resolution for situated dialog is a rel-
atively unexplored area, reflected in the few re-
sources available for it. The insufficiency of cor-
pora hinders the learning from gold data which
is standard in machine learning and has driven re-
searchers to propose alternative strategies. Working
with the VisDial dataset (Das et al., 2017), Kottur
et al. (2018) use automatic coreference links gener-
ated with an out-of-the-box system3, while Yu et al.
(2019) annotate 5000 documents using workers
recruited through crowd-sourcing. Li and Moens
(2021), on their part, propose an unsupervised ap-
proach relying on heuristics by adding POS tags
embeddings and sentence position embeddings in
order to guide the system into learning noun an-
tecedents. Note that these three papers deal with
pronouns only, since they are frequent in the dialog
genre.

Liu and Hockenmaier (2019) and Plummer et al.
(2017), on their part, propose automatic methods
to ground the entities in the text to specific regions
in the image.

There exist other corpora whose textual part com-
prises question answer pairs (Antol et al., 2015;
Goyal et al., 2017). Unlike dialog data, question
answer pairs are short, with few opportunities for
re-mention of the different objects in the image and
hence coreference. There is also corpora designed
towards navigation and location involving videos
and long dialog interactions between an instruction
giver and an instruction follower. Examples include
the SCARE corpus (Stoia et al., 2008) and the cor-
pus by Thomason et al. (2019). On a similar venue,
recent work has used Minecraft4 to collect dialog
where an architect gives instructions to a builder
about how to move and position some pieces in
order to achieve a target structure (Narayan-Chen
et al., 2019; Jayannavar et al., 2020). Due to the
multiple changes in reference perspective and very
long dialog games, this type of corpora is more dif-
ficult to annotate than the corpus used in this paper.
In this sense, we see our work as a stepping stone
towards achieving the annotation of more complex
data in the future.

doi.org/10.5281/zenodo.7084861
3https://github.com/huggingface/neuralcoref
4https://www.minecraft.net/en-us

Average Annotator A Annotator B

tokens 48.16 48.16
mentions 13.72 17.08
singletons 9.38 12.4
chains 1.74 1.84
non-referring 1.86 2.02
bridging 2.64 3.4

Table 1: Annotators statistics averaged over 50 docu-
ments. We consider each set of 5 sentences a document.

3 The Annotation Process

The annotation was carried out by two annotators
with a background in computational linguistics.
The MMAX annotation tool (Müller and Strube,
2006) was chosen with the aim to replicate the
ARRAU scheme easily.

3.1 Markables

Text Mentions. Annotators start by identifying
the referring expressions or mentions to annotate.
Following ARRAU, we consider all noun phrases
(NPs) and instruct annotators to mark the com-
plete NP with all its modifiers and not just its head.
This includes NPs which are non-referring such as
pleonastic NPs and also NPs not re-mentioned later
in the text (singletons). The mentions also include
personal pronouns and demonstrative pronouns
used as deictics (to refer back to non-nominal an-
tecedents).

Unlike ARRAU, the mention identification pro-
cess is done entirely by hand. The absence of auto-
matic preprocessing to detect the mentions resulted
in a different number of mentions per annotator, as
shown in Table 1. In addition, the annotators had a
relatively high disagreement rate on the mentions
boundaries, but not on the overall number of men-
tions, as the documents are short and simple. We
analyze these disagreements further in Section 4.

Image Objects. The image, on its part, is pro-
cessed automatically in order to detect objects
and mark them with bounding boxes. In Tell-me-
more, the object labels are part of the underlying
ADE20K data (Zhou et al., 2017), extracted using
tools from Schlangen (2019).

Mention Attributes. The morphosyntactic prop-
erties of the mention are annotated, including gen-
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der (female, male, neutre)5, number (singular, plu-
ral, mass) and person (1st, 2nd, 3rd), and its seman-
tic type (person, animate, concrete, space, time,
plan (for actions), abstract, or unknown). We in-
clude all these categories used in ARRAU.

An additional attribute of our own is cardinality.
This accounts for a common strategy consisting
on grouping things in order to refer to them col-
lectively. In other words, objects can be created
dynamically as the dialog progresses. The cardinal-
ity attribute has the values unique and group. The
first refers to single individual objects while groups
refer to entities composed by several objects. The
value group is used for cases where the speaker
refers to a specific region of the image containing
several entities together, for example, a four chair
red laquer [sic] dinning set in example (1) which
is grammatically singular but conceptually plural.

3.2 Reference
As mentioned, ARRAU covers a broad range of
anaphoric relations including both non-referring
and referring NPs. Distinguishing between these
two is non-trivial, and research around ARRAU have
argued in favour of annotating both types (Poesio,
2016; Yu et al., 2020).

Non-referring. This includes mentions with a
specific syntactic or semantic function: predica-
tion, expletive, idiom, incomplete or fragmentary
expression, quantifier, and coordination. Following
ARRAU, we keep all these types of non-referential
mentions.

Referring. If a mention is identified as referring,
then its information status needs to be annotated
as discourse-new or discourse-old; discourse-old
information needs to point to an antecedent.6 This
distinction signals whether an entity is mentioned
a first or a subsequent time.

Referring mentions can form coreference chains,
a group of mentions pointing to the same entity, a
central construct in the anaphora resolution domain.
Built on top of the document as a unit, this notion
relies on and in turn informs theories about acces-
sibility hierarchy and salience of entities (Ariel,
1988, 2004; Grosz et al., 1995).

One key principle in these theories is that some
referring expressions are used to introduce enti-

5Since the texts are in English, most NPs are marked as
neutre.

6An antecedent can always be annotated as ambiguous if a
clear entity cannot be identified for a particular mention.

ties (discourse-new) and some others to refer back
to them (discourse-old). In situated dialog, in ad-
dition to the textual context, the image provides
additional context, constraining the amount of ref-
erents and their perceived status by the participants
depending on the task in which they are presented
(Allopenna et al., 1998). We illustrate this contrast
with (2) below. Typically, pronouns are the form
of choice for discourse-old entities that have been
previously introduced by another expression with
lexical meaning. The text in (2), however, starts
with It. This is possible because the image pro-
vides the context and this source of reference ought
to be accounted for differently in the annotation
than a typical discourse-old case referring back to
a phrase or segment antecedent such as the it in
sentence 2.

(2) 1. It s a well-lit kitchen with stainded wooden cup-
boards. 2. There’s a microwave mounted over the
stove, which has a red tea kettle on it. 3. The appli-
ances are black and stainless steel in the kitchen. 4.
The countertops look like they’re black granite. 5.
The window has sunlight streaming in and it ’s very
brightly light.

In order to keep these cases distinct, we introduced
the value task for the It in sentence 1. This means
that a discourse-old entity can have distinct types
of antecedents: phrase, segment, or task. Our rea-
soning is that although the pronoun It does not
have an antecedent in the text, it appears in the first
position of the first sentence because the speaker
was probably referring back to the the image in the
instructions “Describe the image to a friend...”.

3.2.1 Bridging

Another referential relationship included in the AR-
RAU guidelines is bridging, an associative relation-
ship between two mentions (Versley et al., 2016).
When a mention is referential, our annotation in-
dicates whether it is also a related object of some
other entity. The Tell-me-more corpus is rich in
examples of the part-of bridging relationship: “An
object that stands in a part-of relation to an object
previously mentioned” (Artstein and Poesio, 2006).
Since the corpus uses pictures of different rooms
in a house, after a room is introduced, a series
of objects belonging to that room follow, creating
many opportunities for using a bridging reference
mechanism. For instance, imagine your surprise
if the second sentence of example (3) started with
the toaster instead of the bed. Coherence will be
immediately broken.
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(3) 1. This is a bedroom with a twin sized bed in it. 2.
The bed has a blue bag laying on it and a green bad
on the floor at the foot of the bed. 3. There is a
nightstand aside of the bed with a water bottle on it.
4. There is an arched closet space on one wall and
an arched shelving area too. 5. There is a small lamp
attached to the wall at the head of the bed.

3.3 Grounding

The ARRAU scheme provides a basic grounding
scheme that serves our purposes well (Artstein and
Poesio, 2006). In this scheme, the objects in an
image have a pre-determined id which can be as-
sociated with the text mentions of that object. In
our annotation, we take the labels of the bound-
ing boxes as the objects ids. We also differentiate
between visible objects with a bounding box and
visible objects without a bounding box. For all
objects with a corresponding bounding box, the
specific object id is linked to its mention in the text.

For bridging references, mentions in a part-of
relation which do not have a bounding box of their
own are grounded to the object that they are a part-
of. For example, if the object ‘the base of the
bathtub’ does not have a bounding box, but the
object ’the bathtub’ does, then ‘the base of the
bathtub’ is grounded to ‘the bathtub’.

4 Measuring Agreement

This release contains 500 annotated documents by
one annotator and 50 annotated by two. In this
section, we detail the computation of the inter-
annotator agreement (IAA) using the 50 documents
which have been doubled annotated.

Computing IAA for coreference resolution is
non-trivial, as annotators need to decide on the
mentions boundaries and also which ones belong
together in a chain. Following Passonneau (2004),
we report Krippendorff’s α with weighted δ:

α = 1−pDO

pDE
= 1− rm− 1

m− 1

∑
i

∑
b

∑
c>b nbinciδbc∑

b

∑
c nbncδbc

(1)

Where m is the number of annotators, and r is
the number of coding units, i.e., mentions. For
every pair of mentions b and c, δbc is the distance
between the sets formed by their tokens; nbi is the
number of times the value b was assigned by each
annotator to each mention i. The distance between
the mentions’ tokens is 0 when the mentions’ to-
kens are identical, 0.33 when one set subsumes the
other, 0.67 when one intersects the other, and 1
when they are disjoint.

To compute Eq. 1, we code our annotations as
described in Passonneau (2004), who relies on a
predefined number of coding units in order to com-
pute the set distance δ between mentions. Since we
do not have predefined mentions because annota-
tors were asked to identify the mentions boundaries
by hand, we compute IAA at the token level. This
means that our scores are potentially penalized be-
cause irrelevant tokens are treated as their own
sets.7

We compute Krippendorff’s α per document and
obtained an average of 0.5550. There is a lot of
variation, however, with the lowest alpha value at
0 and the maximum at 1, and σ = 0.2263. Results
per document are reported in Table 2.

Doc. id α Doc. id α

8 0.6925 220 0
10 0.4669 237 0.5635
15 0.5641 245 0.6277
26 0.5807 249 0.6212
34 1 251 0
40 0 253 0.6285
53 0.5084 260 0.5921
55 0.7038 266 0.6061
57 0.5955 302 0.6293
62 0.622 311 0.8971
74 0.723 316 0.6737
81 0.6864 340 0.6748
83 0.393 372 0.6146
93 0.6359 387 0.6215

102 0.5319 406 0.1689
107 0 411 0.7609
115 0.4806 416 0.5965
136 0.6077 440 0.5316
163 0.6058 444 0.7366
167 0.6214 445 0.6853
168 0 457 0.4266
176 0.6434 465 0.717
186 0.3105 477 0.7302
196 0.6759 488 0.6225
198 0.7137 500 0.661

average 0.5550

Table 2: Krippendorff-α for 50 documents double an-
notated with coreference information following the AR-
RAU corpus guidelines.

The IAA results obtained are very mixed. The
low scores of some documents are partly explained
by our choice to do the mention identification com-
pletely by hand. This means that the annotators had
to decide the boundaries of each mention, yielding

7As an illustration, consider the example in (4). Here the
tokens {Mostly, is, is, has, a, and, and, , is, on, is} are left
non-annotated by annotator A; while {Mostly, is, is, has, and,
and, is, on, is} by annotator B. This is expected as they do not
form part of any of their identified mentions, but by scoring
at the token level, each set would then be taken as forming a
“mention” and hence compared.
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imperfect matches even if they agreed on the under-
lying mention. In the future, we plan to process the
text with an automatic mention detection tool and
measure our annotations with respect to the tool’s
output.

4.1 Examples

In this section we present two examples of docu-
ments with αs of 0.5807 and 0.

(4) 1. Mostly [[this room]] is [[a bed]]. 2.
[[There]] is [[a lamp on a small white night-
stand next to the bed.]] 3. [[The bed]] has
[a [light blue bed skirt]] and [[white com-
forter]] and [[4 white pillows]]. 4. [[There]]
is [[a blue dresser with a lamp] on [it]]. 5.
[[There]] is [[a full length window with ver-
tical shades]].

In this example, we consider the maximal spans
for each annotator.8 Annotator A’s annotations are
shown with cyan brackets while Annotator B’s with
blue ones. The example shows that they agree in
almost all the boundaries, with disagreements only
on sentence 3 a and sentence 4 it. This also creates
a disagreement with the corresponding coreferen-
tial chain: for annotator A, the it in sentence 4
is coreferential with a blue dresser with a lamp;
for annotator B, this is part of the singleton a blue
dresser with a lamp on it.

An α score of 0 occurs when the document does
not have any chains, or when at least one of the
annotators decided not to annotate anything. This
scenario happens when the quality of the text data
is unsatisfactory (5).

(5) 1. two beds 2. blue wall 3. three paintings
4. one window 5. tan wall

5 Differences with ARRAU

The annotation guidelines for ARRAU were de-
signed to include a broad range of anaphoric phe-
nomena found in many genres. Our documents are
much simpler and the scale of our annotation much
smaller, at least at the moment. Issues included in
ARRAU but not included here comprise genericity,
min words arguments (the head word of a mention),
grammatical function, embedded arguments, and
any type of complex structure requiring automatic
parse of the texts.

8Mentions may contain embedded mentions.

6 Conclusion

In this paper, we presented the first release of a
portion of the Tell-me-more corpus manually an-
notated with anaphora information according to
standard guidelines used for the task of coreference
resolution. We also presented IAA scores on 50
documents annotated by two people with training
in computational linguistics. Our resource is the
first of its kind, although its size is small. However,
we believe that it can support linguistic studies
about the relationship between textual anaphora
and reference to objects, and that it can contribute
to research on bridging reference. In addition, it
can be used as validation data for automatic meth-
ods developed for grounding the entities in the text
to the image. This is still work in progress and
we look forward to future cycles of revisions and
updates of our guidelines in the near-future.
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Abstract

This paper presents the complete workflow
of building a manually annotated Hungarian
corpus, KorKor, with particular reference to
anaphora and coreference annotation. All lin-
guistic annotation layers were corrected manu-
ally. The corpus is freely available in two for-
mats. The paper gives insight into the process
of setting up the workflow and the challenges
that have arisen.

1 Introduction

The main motivation for building a coreference
corpus was the fact that it is always interesting to
investigate the behavior of a linguistic phenomenon
in real texts. A manually annotated corpus is use-
ful not only for linguists, but also for training and
evaluating tools. KorKor, a Hungarian coreference
corpus presented in this paper contains multiple
linguistic annotation layers, such as disambiguated
POS-tags, lemmata and morphological features (of
two morphological tagsets) and dependency rela-
tions. All of these ordinary linguistic annotations
were corrected manually, as well as the anaphora
and coreference annotations.

Representativeness is an important feature of
a corpus if we expect the tools trained on it to
work with predictable quality in different genres
and domains. However, in the current phase of the
research, only two sources of texts were involved,
since this phase aimed more at setting up the corpus
building workflow and producing the necessary
tools.

The resource is available under CC-BY 4.0 li-
cense to enhance accessibility, usability and ex-
tensibility. KorKor can be found in the following
GitHub repository: https://github.com/
vadno/korkor_pilot. Apart from the corpus
itself, the whole workflow with detailed instruc-
tions, the annotation guidelines and the tools pre-
pared in the frame of this project are also available

in the GitHub repository to provide help for anyone
having the necessary resources (financial resource,
human labor, raw material) to continue the project
or create a new, similar corpus based on it.

2 Background

2.1 Anaphora and Coreference

As a brief overview, here we discuss the definition
of anaphora and coreference, which are often tan-
gled in the literature. Resolution of both of them is
required for interpreting a text, however the differ-
ences between them should be noted. An anaphora
gets its interpretation from an other, previously
mentioned constituent, its antecedent, therefore, it
does not have an independent meaning. Corefer-
ence means that two expressions have the same
referent. While anaphoric relations operate on the
level of grammar, coreference belongs to the lexi-
con. As (van Deemter and Kibble, 1999) pointed
out, coreference is a symmetric transitive relation,
while anaphora is not, but it is context-dependent.
An annotated corpus can contain e.g. only pronom-
inal anaphora, but it can also be richly annotated
with different relations between entities or even
events. (Lapshinova-Koltunski et al., 2022) refers
to the latter as “full coreference annotation”, be-
cause it contains not only annotation of pronouns,
but also full nominal phrases, verbal phrases and
clauses and includes rich set of links with both
entity and event coreference.

At the same time, in annotated corpora, occur-
rences in the text referring to the same entity are
technically annotated similarly, and each type of
anaphora is distinguished by different categories
based on e.g. the type of the pronoun, as well as
the different types of coreference relations. The
differences between the two relation types are re-
flected in our annotation scheme in such a way that
the type of the relation with the antecedent or previ-
ously mentioned coreferent element is marked next
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to the token. The labels used in KorKor for the dif-
ferent types of anaphora relations and coreference
are detailed in Section 4.8.

2.2 Coreference Corpora

First, here we present the annotation schemes of
two well-known shared tasks related to our topic.
The annotation scheme of CoNLL-2012 (Pradhan
et al., 2012) distinguishes between two types of
coreference: Indentity and Appositive. The for-
mer is used for anaphoric coreference and all other
types of mentions, the latter functions as attri-
bution. The annotation scheme of MUC-61 and
MUC-7 (Hirschman and Chinchor, 1998) does not
separate different types of coreference. In these
schemes coreference annotation is similar to a hy-
perlinked text, where the links connect the men-
tions of a given entity. An important objective of
these shared tasks is to achieve high interannotator
agreement, and following these schemes it can be
accomplished. On the other hand, it is important
to keep in mind that we have much more linguis-
tic knowledge about the linguistic phenomena of
coreference and anaphora, and these information
can be important e.g. in information extraction
tasks.

From the perspective of our work the most in-
teresting resources are corpora of pro-drop lan-
guages, because the dropped elements as pronouns
has referential properties. Hungarian is also a pro-
drop language, which means that some pronouns
(namely the personal and possessive pronouns in
subject, object or possessor roles) can be left out
from the sentence. In these cases, the person and
number of the subject and the object can be calcu-
lated from the inflection of the finite verb, and the
person and number of the possessor are calculable
from the inflection of the possessum.

There are multiple coreference cor-
pora for pro-drop languages, for example
OntoNotes5.0 (Weischedel et al., 2013) for
Arabic and Chinese, NAIST Text corpus (Iida
et al., 2017) for Japanese, AnCora-CO (Recasens
and Martí, 2010) for Spanish and Catalan,
PCC (Ogrodniczuk et al., 2016) for Polish, and
ParCorFull2.0 (Lapshinova-Koltunski et al., 2022)
contains Portuguese as well. The annotation
scheme of AnCora-CO includes dropped subjects
in the syntactic trees and in the coreference

1https://cs.nyu.edu/~grishman/COtask21.
book_1.html

annotation as well. NAIST, OntoNotes5.0 and
PCC also contain zero pronouns.

ZAC (Zero Anaphora Corpus) (Baptista et al.,
2016) is made specifically for the task of resolving
dropped pronouns and contains texts in Brazilian
Portuguese. It is 35,000 words long and contains
texts from various sources. Only this linguistic
phenomenon is annotated in it, however, it is re-
ally detailed, as it indicates the number and person
of the dropped pronoun, indicates whether it is an
anaphora or cataphora, and also indicates intersen-
tential anaphoras separately, as well as providing
the antecedent token. There are almost 1,500 zero
anaphoras in the corpus, which clearly shows how
important it is to deal with this phenomenon in the
case of pro-drop languages.

As ParCorFull2.0 is a parallel corpus containing
originally English and German texts, extending it
with Portuguese was a challenge, because a pro-
drop language had to fit into an annotation scheme
which was not prepared to deal with this linguistic
phenomenon. Here, the antecedents of the zero pro-
nouns are marked next to the verbs, which seems to
be a good solution, since the inflection of the verbs
shows the characteristics of the dropped pronoun.
This could only be applied to Hungarian by keep-
ing in mind that a verb can have not only a dropped
subject but also a dropped object, so it may happen
that two antecedents need to be marked next to the
verb.

It is also a possible solution, that the dropped
pronouns do not appear in the corpus, since they are
not present as independent tokens in the original
text. This can be explained by the fact that the
input of the coreference resolver does not contain
dropped pronouns, and we do not necessarily want
them to appear in the output, so we do not expect
the resolver’s training data to contain them either.
On the other hand, for information extraction tasks,
it is definitely useful if we have a richer linguistic
annotation (e.g. zero verbs, ellipses and dropped
pronouns). It can be a good solution that the corpus
contains dropped pronouns but in a way that it can
be used without them.

2.3 A Hungarian Coreference Corpus

The design of the corpus was inspired by
the biggest Hungarian coreference corpus,
SzegedKoref (Vincze et al., 2018). It was
created by enriching a smaller part of Szeged
Corpus (Csendes et al., 2005) with coreference
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annotation. It consists of student essays and
newspaper articles giving altogether 55 763 tokens.
2 456 coreference chains were found in the texts,
in which anaphoric and coreference relations are
also included.

But why is another Hungarian coreference cor-
pus needed besides SzegedKoref? Manually anno-
tated data are always very valuable resources and
the more of them, the better. Both SzegedKoref
and KorKor have manually corrected annotation
layers, therefore both of them are useful for nu-
merous tasks apart from anaphora and coreference
resolution. However, there are some differences
between the annotation principles, schemes and
tagsets, for instance in morphological and syntactic
annotation. Joint use of the two corpora is still
feasible after harmonizing the different formats.

Nonetheless, it has to be noted that there are
some further differences between the two corpora
on the level of theoretical issues. Both corpora
contain dropped subjects, objects and possessors,
but in contrast with SzegedKoref, in KorKor zero
nodes for subjects are allocated to the infinitives,
because they also play a role in the anaphoric rela-
tions. Another difference is that KorKor contains
zero substantive verbs and ellipted verbs as well.
Moreover, the method and the tagset of coreference
and anaphora are different as well.

The tagset of SzegedKoref differentiates be-
tween the following relation classes: pronomi-
nal, nominal, adverbial, verbal and derivational.
The class of nominal relations is divided into fur-
ther subclasses: repetition, synonym, hypernym,
holonym, epithet and apposition. In contrast, the
tagset of KorKor contains only two tags for all
nominal relations, which distinguishes identical
reference and part-whole relation. However, the
tagset of KorKor differentiates multiple types of
pronominal anaphora with regard to the type of
the pronoun: personal, demonstrative, reciprocal,
reflexive and possessive, and it contains three ex-
tra tags for generic subject, speaker and addressee.
The annotation guidelines of SzegedKoref high-
lights, that generic pronouns are not to be marked,
but in our data we saw many examples that the
generic subject in the text is also able to partici-
pate in anaphoric chains. Speaker and addressee is
SzegedKoref got pronominal tag as other pronouns.
Adverbial, verbal and derivational relations are not
annotated in KorKor.

3 Data

3.1 Formats

The corpus is available in two formats. The setup
of KorKor.xtsv follows the format used by the
latest version of e-magyar (Indig et al., 2019),
to be cited henceforward emtsv. In the tsv files,
every line represents a token and sentences are
separated by a blank line. Annotations are placed
in the columns, which are described in the header.
The motivation of using this format is that it fits
well into the frame of emtsv, which was used
during this project and which also can be used for
further development of the corpus.

The KorKor.conllup files use the CoNLL-U
Plus format2. A file of this format may contain any
subset of the original columns of the core CoNLL-
U files plus other project-specific ones. A comment
listing the actual columns is inserted as the first line.
This format is widely used, therefore the corpus
could reach more people.

The two versions are different not only in their
format but in their content as well, see the details
in Section 4.9.

3.2 Sources

Texts from two sources were selected for build-
ing the corpus, using the collection of OPUS Cor-
pus (Tiedemann, 2012): articles from Hungarian
Wikipedia, and texts from the Hungarian website
of the GlobalVoices3 newsportal. Using OPUS en-
sures that the corpus is available under free licence.
In addition to the coreference annotated corpus,
a smaller amount of data (8,600 tokens) got only
manually corrected lemmata, POS tags and depen-
dency analysis. These data await further work, but
at the same time the annotation layers completed so
far could also be useful for others. Table 1. summa-
rizes the size of the two formats of the coreference
annotated corpus (in number of documents and to-
kens).

4 The Workflow

The building process was set up as a pipeline, in
which as many steps were intended to be automated
as possible. Human work was used for supervis-
ing and – if needed – correcting the annotation.
Certain processing steps were carried out by the

2https://universaldependencies.org/
ext-format.html

3https://hu.globalvoices.org
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documents tokens (conllup) tokens (xtsv)
huwiki 62 16,739 18,262
globv 32 7,760 8,799
TOTAL 94 24,499 26,581

Table 1: The size of the two formats of the coreference annotated corpus.

latest version of emtsv. As emtsv is a text pro-
cessing pipeline, and the output of a given module
forms the input of another one, it was reasonable
to check and correct annotation not only at the end
of the process but at several points of the workflow.
Although human annotation in multiple cycles is
certainly a labour-intensive method, minor faults
are easier to fix, than muddled tangles. Thus, hu-
man annotators corrected the annotations in three
phases.

The steps of the workflow were the following
(tools used are in parentheses – steps where no tools
are given were carried out with scripts developed
within the project):

1. text collection

2. emtsv process (emToken, emMorph, and
emTag modules)

3. format conversion

4. manual check (Google Spreadsheets)

5. format conversion

6. emtsv process (emDep module)

7. format conversion (emCoNLL module)

8. manual check (WebAnno)

9. manual insertion of zero substantives and el-
lipted verbs (plain text editor)

10. zero pronoun insertion (emZero module)

11. pronominal anaphora resolution

12. manual check and coreference annotation
(Google Spreadsheets)

13. format conversion

The annotators have recorded the time needed
for the correction of each document and each anno-
tation layer. This information allows us to calculate
the cost of the expansion of the corpus, and it could
be helpful even in other corpus building projects.

annotation layer token/hour
4. morphology 871.77
8. dependency 667.76
12. anaphora and coreference 595.86

Table 2: The time needed for manual correcting of the
different annotation layers.

Table 2 shows the working hours needed to correct
the different annotation layers.

The annotators reported every problem and que-
tion arising, therefore the annotation guidelines
became finer and more detailed which sped up and
made manual work easier.

The workflow includes multiple conversion steps
between file formats, as the output of a certain
step may differ from the expected input format of
the following one. Each step of the workflow is
specified below.

4.1 Preprocessing Texts

The selected texts consist of several sentences,
because anaphora and coreference relations span
through sentence boundaries. The length of the
documents range from 5 to 27 sentences, the length
of the sentences ranging from 3 to 71 tokens (count-
ing punctuation marks as separate tokens). We paid
special attention to add texts of manageable sizes
to the corpus without truncation and wanted to in-
clude as many texts as possible from the sources.
Therefore, in the case of both news and Wikipedia
texts, we selected those that were of the appropri-
ate length for our purposes, so we did not have
to delete text fragments. Parts of some Wikipedia
texts had to be cut out, but in these cases we made
sure that the coherence and structure of the text
did not change, and especially that there were no
anaphoras without antecedents. The text selection
was not influenced by the number of anaphora and
coreference chains, as it was not checked in ad-
vance.

The texts were prepared for emtsv. Despite
the fact that Wikipedia articles and news are edited
texts, a lot of spelling errors had to be corrected
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in them. Each text forms a raw corpus document
(plain text files in UTF-8 character encoding).

4.2 Tokenization, Lemmatization and POS
tagging

The output of the relevant modules of emtsv
(emToken (Mittelholcz, 2017), emMorph (Novák,
2014; Novák et al., 2016; Novák, 2003) and em-
Tag (Orosz and Novák, 2012, 2013)) is a tsv file
of four columns (the format was described in Sec-
tion 3.1). The content of the columns are: token,
all possible lemmata and morphological tags, dis-
ambiguated lemma, disambiguated morphological
tag.

4.3 Manual correction

In the first phase of manual work, tokenization,
disambiguated lemmata and morphological tags
were checked and corrected. Google Spreadsheets
were used for this task, because it fits for most of
our needs.

Seven linguists have edited the output of the
modules of emtsv mentioned above. After some
preprocessing steps that made the documents ap-
propriate for Google Spreadsheets, conditional for-
matting was applied to make the document easier
to follow and to give instant feedback to the annota-
tors. Tokens for which the morphological analyzer
produced multiple possible labels were highlighted.
In case of tokens that have only one possible analy-
sis anyway, the disambiguator is usually not wrong
either. These tokens were not highlighted, but of
course the annotators had to check them as well,
since mistakes can occur in these too. Based on the
annotators’ feedback, conditional formatting and
highlighting helped their work.

Besides tokenization, the disambiguated lem-
mata and morphological tags (the output of
emTag) were checked by the annotators. To cor-
rect the lemma and the tag, they could choose from
all possible lemma – morphological tag pairs of the
token provided by emMorph. If none of them were
acceptable, both of them could be set manually.

To make correction of tokenization errors eas-
ier, correcting commands were written into certain
cells of the spreadsheet, e.g. to join or split to-
kens. First, the document was exported. Second,
a postprocessing script responsible for the format
conversion interpreted and carried out the correct-
ing commands (such as line deletion, line insertion
with the given content, joining two or more tokens,

or splitting a token). The output format of the post-
processing script was again xtsv.

All the texts were corrected by at least two anno-
tators, and a third one curated the documents. The
inter-annotator agreement rate in terms of Cohen’s
κ for the morphological tags was: 96.07%.

4.4 Dependency Parsing

The corrected documents were fed into emtsv
again for dependency parsing. As the dependency
parser module (emDep) requires another morpho-
logical tagset in the input, the corrected tags were
converted into a UD compatible tagset4 by using a
script5. Note that the UD tagset, in contrast with
the emMorph tagset, does not encode derivational
information, therefore the two layers differ not only
in their format, but in their fineness as well. As
the UD tagset is less detailed and lossless mapping
is possible between them, no manual check was
required. Thanks to this conversion step, end users
can use two types of tagsets: emMorph, the cur-
rent and most detailed Hungarian morphological
tagset, and UD, which is widely used and meets an
international standard.

4.5 Manual Correction and Zero Substantive
Verbs

In this phase, WebAnno (Eckart de Castilho et al.,
2016), a general purpose web-based annotation tool
was used for manual correction, because it suited
most of our needs. Link annotations as dependency
edges are easy to handle with the drag-and-drop
operation method, texts in different phases of anal-
ysis could be imported in various formats, and its
interface allows us to check and correct already
annotated documents as well. There are some ad-
ditional functionalities like comparing and visual-
izing documents annotated by multiple annotators
and calculating inter-annotator agreement. The
flexibility of the tool provides that one can easily
create a custom layer besides multiple built-in lay-
ers. WebAnno runs on a server and the annotators
can use it via their common browser.

The output of the dependency module was con-
verted to CoNLL-U, a file format edible for We-
bAnno. The conversion was done by the corre-
sponding module of emtsv. Three linguists have
checked and corrected the dependency edges.

4For details about Hungarian morphological tagsets, see
(Vadász and Simon, 2019) and https://github.com/
dlt-rilmta/panmorph.

5https://github.com/vadno/emmorph2ud2
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Nevertheless, some weaknesses of the tool have
turned out during the work. The tokenization was
previously corrected, but still the annotators found
tokenization errors in this phase as well. Unfortu-
nately, WebAnno does not support token deletion
or insertion, thus these errors had to be corrected
in a separate postprocessing step.

In this postprocessing step, zero substantives and
ellipted verbs were inserted as well. The reason
why zero substantives and ellipted verbs were in-
cluded is because they also have a subject – either
overt or dropped – and ellipted verbs also have an
object or other arguments.

A zero substantive was inserted in a sentence
without a finite verb as a new token, where it would
turn up as an overt substantive verb if the sentence
was in past tense. Zero substantives got a combined
ID from the ID of the preceding token. In Exam-
ple 1, two zero substantives were inserted into the
dependency tree.

Ellipted verbs are also insterted into the corpus,
because in the absence of an overt verb, adjuncts
could not be bound to their mother nodes. Ellipted
verbs were also inserted manually, and as in the
case of zero subordinates, they got a combined ID.
In Example 2, an ellipted verb was inserted into the
dependency tree.

Altogether, 419 zero substantives and 22 ellipted
verbs were inserted into the corpus.

4.6 Inserting dropped pronouns

Dropped pronouns were inserted by a rule-based
script6. The rules work on the preceding annotation
layers (lemma, morphological tag and dependency
analysis). Dropped pronouns are inserted in the
following cases:

• subject, if a verb does not have a subject in
the dependency tree;

• object, if a transitive verb does not have an
object in the dependency tree;

• possessor, if a possessum does not have a pos-
sessor in the dependency tree;

• subject for an inflected or a non-inflected in-
finitive in the dependency tree.

Inserting dropped pronouns generates extra
branches in the dependency tree. Zero subjects

6For the sake of anonymity, the link is provided only in the
final version.

are placed after the verb, zero objects after the verb
(and the subject), zero possessors after the posses-
sum. All zero pronouns get a combined ID from the
ID of the preceding token and the syntactic role of
the zero element (SUBJ, OBJ, POSS). Not surpris-
ingly, the POS tag of the zero pronouns is pronoun
(PRON), their morphological features, like person
and number, are calculated from the verb or the
possessum.

Altogether, the corpus contains 867 zero sub-
jects, 101 zero objects and 379 zero possessors.

4.7 Inserting pronominal anaphora
Pronominal anaphora relations are also inserted
by a rule-based script. The script searches for the
pronouns, and a set of rules operate on the POS
tag, the morphological features and the syntactic
information of the other words.

For the time being, the script searches for an
antecedent only for personal pronouns, all other
types of pronouns (possessive, reflexive, recipro-
cal, demonstrative and relative) had to be inserted
manually. The antecedent searching algorithm for
personal pronouns works by simple rules, e.g. if
the subject of a verb is covert and the inflection
of the verb is identical to the verb of the previous
clause, the antecedent of the subject is the subject
of the verb in the previous clause.

4.8 Manual Correction and Coreference
Annotation

Four linguists have checked and corrected the in-
sertion of the dropped pronouns and pronominal
anaphora and annotated the coreference relations
in this phase.

There is a large range of annotation tools capable
for the task of anaphora and coreference annotation
and some of them can be used not only for anno-
tating but correcting already existing annotation as
well. However, no annotation tools fit perfectly our
needs, principally by reason of the inserted zero
elements and the generated IDs.

Hence, to perform this correction and annota-
tion phase, Google Spreadsheets with conditional
formatting was used again. Anaphora and corefer-
ence annotations were noted into two columns: one
is for the ID of the head of the mother node, and
one for the relation type. The following anaphora
relation types are annotated in KorKor (with the
tag in parentheses): personal (prs), demonstrative
(dem), reciprocal (recip), reflexive (refl), relative
(rel), possessive (poss).
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A sorozat főhőse Papyrus ∅van , aki egy ifjú halászlegény ∅van .
the series hero Papyrus is , who a young fisherman ∅is .

1 2 3 4 4.1 5 6 7 8 9 9.1 10

DET
POSS

PRED

SUBJ

ROOT

PUNCT

SUBJ

DET

ATT PRED

ATT

PUNCT

The hero of the series is Papyrus, who is a young fisherman.

Figure 1: In this complex sentence, the zero substantive verb of the subordinate clause is dependent from the zero
substantive of the main clause. Original IDs and combined IDs of zero elements are under the tokens.

Öccse miniszteri posztot vállalt , majd elnöki pozíciót ∅vállalt .
brother.Poss.Sg3 ministerial position.Acc assume.Past , then presidential position.Acc ∅assume .

1 2 3 4 5 6 7 8 8.1 9

ROOT

ATT OBJ

SUBJ

PUNCT

CONJ

COORD

OBJATT

PUNCT

His brother undertaken a ministerial position, then a presidential one.

Figure 2: The verb of the first clause of the compound sentence occurs in the second clause covertly. A zero node is
inserted, thus the arguments have a mother node to bind to.

The script that automatically inserted a link to
the antecedent for the personal pronouns did not ac-
count for the other anaphora types and the relations
in which they occur. For instance, the referent of a
general subject – usually expressed in English by
passive constructions – may be difficult to grasp.
In Example 1 the verb elítéltek certainly has a third
person plural subject, but it can not be related with
any entities mentioned in the preceding text. In
KorKor generic subjects are marked with the tag
arb. General subjects do not have an antecedent,
but they can be antecedents of other generic sub-
jects.

(1) a Kínai Kommunista Párt egyik volt vezetője,
akit hazaárulás miatt elítéltek
one of the ex-leaders of the Communist Party
of China, who was convicted for treason it
was first mentioned in 1883 as an area do-
nated to the Orthodox community

Another interesting case is, when the speaker (or
the writer) addresses the hearer (or the reader), as
in Example 2. This type occurs rarely in the genre

of news and Wikipedia, but still, some examples
were found, moreover, expanding the corpus with
other genres (literature, personal texts) would bring
more instances.

(2) A születésnapi ajándékoknak is nagyon
örülünk, ha szeretnéd támogatni a munkán-
kat, küldj nekünk adományt, vagy vegyél
egyet az NSA-s karácsonyi üdvözlőlapjaink
közül, amelyet a Creative Time-nál dolgozó
barátaink terveztek.
We’re also very happy for birthday gifts, if
you want to support our work, send us a dona-
tion, or buy one of our NSA Christmas cards
designed by our friends at Creative Time.

Two further tags were introduced to handle these
special types of subjects: addr for the addressee,
and speak for the speaker (writer). Bringing the
addressee and the speaker/writer into the set of
the participants of the event put down by the text
allows us to mark if a pronoun refers back to these
participants.

In coreference corpora, multiple types of corefer-
ence are usually annotated, such as repetition, varia-
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tion, synonym, hypernym, hyponym, and holonym.
While working out the design of KorKor and set-
ting the annotation principles, we have faced some
difficulties in connection with the different relation
types, namely that it was challenging to write a
guideline that could precisely define and differenti-
ate the coreference types, because it is sometimes
too hard for the annotators to distinguish the certain
types. As a result, only two tags are used for mark-
ing coreference relations in KorKor. The tag coref
is for the relation tpye when the two elements have
identical reference (e.g. in the case of repetition,
synonym, hiper- and hyponym). The tag holo is
used when a part–whole connection holds between
the two entities. It is important to distinguish these
two types, because we found examples for “branch-
ing” coreference chains as in Example 3.

While in a coreference relation both participants
are overt, the antecedent of a pronoun can be either
a dropped pronoun or an overt phrase, therefore
anaphoric and coreference relations make up a tan-
gled net with branches, instead of a simple chain.

Table 3 summarizes the total number of
each relation type in the corpus (counted in
KorKor.xtsv).

relation type occurrence
prs 1 306
dem 121
recip 10
refl 16
rel 294
poss 0
arb 274
speak 4
addr 1
coref 1 365
holo 180

Table 3: The total number of anaphoric and coreference
relations in KorKor.

4.9 Converting to CoNLL-U Plus

The version of KorKor.conllup was converted
from KorKor.xtsv. Although the two formats are
interoperable, it was not only a simple format con-
version. Firstly, zero elements are not listed as sep-
arate tokens in KorKor.conllup, which means
that the affected dependency trees and anaphoric
relations had to be revised and modified. Dropped
pronouns are annotated in a different manner: if

a verb has a covert subject or object, or if a pos-
sessum has a covert possessor, it is annotated in
specific a column. Person and number of dropped
subjects, objects and possessors are calculated from
the inflection of the verb or the possessum. In the
current state of the corpus these dropped pronouns
are left out from the coreference chains, their an-
tecedents are not marked and they can not be the
antecedents of an other element.

Additionally, in KorKor.conllup, the corefer-
ent elements form a simple chain, in which the ele-
ments having the same referent are linked linearly,
instead of a tangled net structure with branches.

Consequently, the two versions fit for different
users. KorKor.xtsv is suitable for examining
the nature of anaphora from the linguistic point
of view. The presence of zero elements allow the
user to formulate queries about, for example, what
events a participant in the text has attended. On the
other hand, as KorKor.conllup is closer to to
the usual coreference corpora, it is more applicable
as a training or a test dataset, therefore is can form
a base of a higher level information retrieval task,
for example.

4.10 Further Questions
We made an interesting observation regarding
Wikipedia articles, the annotation of which we of-
ten encountered serious difficulties. Illustrative ex-
ample, when an article refers to an animal species,
e.g. describes a certain type of chicken. First, it
writes about the animal’s features and habits in gen-
eral, where it occurs, what it eats, etc., and then it
covers the animal’s body parts and their properties.
The situation gets even more complicated if these
are followed by presenting in detail separately the
hen and the rooster (in first person sinular). These
cases are marked as holonyms in KorKor, but this
solution can be disputed.

Some problematic issues have emerged in con-
nection with coreference, for which neither us, nor
the literature have provided any answers yet. In
Example 3, the state of the referent changes can be
seen. What kind of relationship exists between a
human and his/her dead body?

(3) Három hónap telt el az újságíró házaspár,
Sagar Sarwar és felesége, Meherun Runi
meggyilkolása óta. A holttesteket már ex-
humálták is, hogy megismételjék a boncolást.
Three months have passed since the murder
of the journalist couple, Sagar Sarwar and
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My car has a flat tire . I had to take the car to a service where they replaced the wrong tire .

HOLO

COREF

COREF

Figure 3: Branching coreference chains: a whole-part relation holds between the car and the tire, and both of them
are repeated later in the text.

his wife. The bodies are already exhumated
to repeat the autopsy.

Example 4 illustrates the issue of split an-
tecedents.

(4) Papyrus bátor és megmenti Thèti-Chèri-t.
A két egymásra lelt barát küldetést kap az
istenektől, hogy védelmezzék meg a fáraót.
Papyrus is brave and saves Thèti-Chèri. The
two friends found each other got a mission
from the gods to guard the pharaoh.

According to our annotation principles, only one
antecedent could be connected to a word, how-
ever the phrase the two friends found each other
relates and refers to Papyrus and Thèti-Chèri at
the same time. It would not help, if Papyrus and
Thèti-Chèri were coordinated. In this case, the an-
notation would technically achievable, but it would
be ambiguous, because the referring phrase could
be either the whole coordination, or only the head
of it.

Our annotation scheme does not cover the prob-
lem of these problematic cases, they are still wait-
ing for solution and are part of our future plans, as
is further expansion of the corpus.
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Abstract

We present the Norwegian Anaphora Resolu-
tion Corpus (NARC), the first publicly avail-
able corpus annotated with anaphoric relations
between noun phrases for Norwegian1. The
paper describes the annotated data for 326 doc-
uments in Norwegian Bokmål, together with
inter-annotator agreement and discussions of
relevant statistics. We also present preliminary
modelling results which are comparable to ex-
isting corpora for other languages, and discuss
relevant problems in relation to both modelling
and the annotations themselves.

1 Introduction

Coreference resolution (CR) is a central NLP task
which enables a wide range of applications aiming
to extract and aggregate various types of informa-
tion from text, e.g. relations, events and opinions.
While a number of datasets for CR have been de-
veloped for a range of different languages, no such
openly available dataset is currently available for
Norwegian.

In this paper, we describe the annotation of the
Norwegian Anaphora Resolution Corpus (NARC).
The annotation effort enriches the existing anno-
tation of the Norwegian Dependency Treebank
(NDT) (Solberg et al., 2014), which has been
converted to the Universal Dependencies standard
(Øvrelid and Hohle, 2016; Velldal et al., 2017) and
has further been annotated with named entities in a
separate effort, resulting in the NorNE dataset (Jør-
gensen et al., 2020). Norwegian has two written
standards: Bokmål and Nynorsk, and the dataset
consists of 300,000 tokens from each.2

The paper is organized as follows: we start out
by reviewing related work, then we describe the

1https://github.com/ltgoslo/NARC
2We here focus on the annotation of the Bokmål part of

the NDT, however, annotation of the Nynorsk part of the
treebank follows the same guidelines and is currently close
to completion. The final version of the corpus will include
statistics and data for both written standards.

annotation effort, summarize the annotation proce-
dure, explain guidelines developed for the project
and the inter-annotator agreement scores. Finally,
corpus statistics and initial experiments with Nor-
wegian CR are presented, before concluding the
paper.

2 Related Work

In this section we review some related work, both
in terms of existing datasets with coreference anno-
tation and research on coreference modelling based
on these datasets.

2.1 Datasets

Early datasets for CR were MUC (Grishman and
Sundheim, 1996) and ACE (Doddington et al.,
2004), which enabled considerable research on
this task, further spurred by the CoNLL-2011 and
2012 shared tasks on CR (Pradhan et al., 2011,
2012) based on the widely used OntoNotes dataset
(Weischedel et al., 2011).

There are now a wide range of annotated coref-
erence datasets. A majority of these are in English,
such as Quiz Bowl Coreference (Guha et al., 2015),
Character Identification, (Chen and Choi, 2016),
WikiCoref (Ghaddar and Langlais, 2016), GUM
(Zeldes, 2017), BASHI (Rösiger, 2018), PreCo
(Chen et al., 2018), GAP (Webster et al., 2018),
ARRAU (Uryupina et al., 2020) and LitBank (Bam-
man et al., 2020).

There is also a growing number of non-English
corpora being made available to the research com-
munity, including datasets for Catalan/Spanish
(Recasens and Martí, 2010), Czech (Nedoluzhko
et al., 2016), Danish (Korzen and Buch-Kromann,
2011), Dutch (Hendrickx et al., 2008), German
(Lapshinova-Koltunski et al., 2018; Bourgonje and
Stede, 2020), Hungarian (Vincze et al., 2018),
Lithuanian (Žitkus and Butkiene, 2018), Polish
(Ogrodniczuk et al., 2016) and Russian (Toldova
and Ionov, 2017). The recent Universal Anaphora
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initiative3 constitutes an important step towards the
harmonization of different annotation standards for
corpora annotated with various types of anaphoric
information. A dataset of particular relevance to
the current work is BREDT (Borthen et al., 2007)
– annotated with coreference and other anaphoric
relations in Norwegian. BREDT covers in total 12
different kinds of relations, all linguistically mo-
tivated. The data has been previously used both
to test a rule-based (Holen, 2007) and a machine
learning-based system (Nøklestad, 2009) for Nor-
wegian CR. Unfortunately, however, the BREDT
dataset is not openly available.

2.2 Modelling

A variety of CR approaches have been pub-
lished using the MUC and ACE datasets, rang-
ing from linear programming, probabilistic and
rule-based mention–pair models (Ng and Cardie,
2002; Luo et al., 2004; Culotta et al., 2007; Denis
and Baldridge, 2007; Finkel and Manning, 2008;
Haghighi and Klein, 2009). These datasets were of
limited size, and Poon and Domingos (2008) found
that unsupervised models were comparable to su-
pervised models at the time – an important observa-
tion for low-resource languages. After the SemEval
2010 (Recasens et al., 2010) and CoNLL shared
tasks (Pradhan et al., 2011, 2012), more extensive
models were proposed, such as the ranking mod-
els by Björkelund and Farkas (2012); Durrett and
Klein (2013), the sieve-based deterministic model
by Lee et al. (2013) and other machine learning-
based methods (Clark and Manning, 2015, 2016).
Recent state-of-the-art models, however, such as
those by Agarwal et al. (2019); Wu et al. (2020);
Kantor and Globerson (2019); Xu and Choi (2020);
Joshi et al. (2020); Kirstain et al. (2021) and Do-
brovolskii (2021) have mostly been evaluated on
the OntoNotes dataset. This is perhaps due to lack
of compatability in terms of formats, annotation
styles, and genres across datasets. Consequently,
there are several concerns regarding real-world use
of models that are not evaluated on other domains,
especially regarding domain generalizability and
robustness (Guha et al., 2015; Moosavi, 2020; Suk-
thanker et al., 2020). The same issues will likely
translate to NARC, as data sources are limited (see
Section 3.1). To tackle these issues, cross-domain
adaptability will be a central topic for future evalu-
ation.

3https://github.com/UniversalAnaphora

For computing preliminary benchmark results
for NARC – as presented in Section 5 – we adopt
the approach for word-level coreference resolution
developed by Dobrovolskii (2021)4. Rather than
directly predicting coreference links between word
spans, the problem is split into two sub-tasks; first
predicting coreference links between individual
words, and then predicting the corresponding spans.
This substantially reduces the computational com-
plexity while still maintaining SotA performance
when evaluated on OntoNotes for English, owing
in particular to gains in recall (Dobrovolskii, 2021).

3 Annotation

We here detail the annotation effort and present the
underlying data for annotation, the pre-annotation
of markables, the annotated NARC mentions and
relations, as well as the review and curation process
and inter-annotator agreement.

3.1 Data source

As mentioned above, the underlying data for the
annotation effort is the Norwegian Dependency
Treebank (NDT), a richly annotated dataset (Sol-
berg et al., 2014; Øvrelid and Hohle, 2016; Jør-
gensen et al., 2020). The original treebank con-
tains manually annotated syntactic and morpho-
logical information for both varieties of written
Norwegian – Bokmål and Nynorsk – comprising
roughly 300,000 tokens of each and a total of
around 600,000 tokens. The corpus contains a ma-
jority of news texts (comprising around 85% of
the corpus), but also other types of texts, such as
government reports, parliamentary transcripts and
blog data.

3.2 Pre-annotation

In order to alleviate the annotators’ job of locating
potential mentions for coreference, we make use
of the existing syntactic annotation of the data to
perform a pre-annotation step. In particular, we for-
mulate simple heuristics over parts-of-speech and
dependency relations which derive noun phrases
from the dependency syntax of the treebank. Us-
ing the dependency syntax, we extract all nominal
heads that are either i) nouns (both common and
proper nouns), ii) referential personal pronouns 5,

4Information on the modelling setup is available from the
data repository.

5The NDT annotation identifies so-called formal sub-
jects/objects, which are non-referential or expletive uses of
the pronoun det ‘it’.
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iii) possessive pronouns, or iv) adjectives in a nom-
inal syntactic function (subject, object or preposi-
tional complement). The full NP is constructed by
traversing all syntactic dependents of these nom-
inal heads. For coordination, we extract the full
coordinated phrase as well as potential markables
for individual nominal conjuncts. The annotators
are instructed to treat the pre-annotated markables
as suggestions only, since the syntactic units do not
always correspond to coreference mentions (Popel
et al., 2021).

3.3 Annotation guidelines
The annotation guidelines were developed during
an initial pilot phase, where the documents used for
training of the annotators were annotated by two of
the project PIs. The guidelines were based largely
on the guidelines from Ontonotes and the previous
Norwegian BREDT dataset, as described in section
2.1 above, and were continuously refined following
discussions and inputs from the annotators. The
full set of annotation guidelines are released along
with the dataset.

3.4 NARC markables
The annotators are presented with the pre-annotated
markables for annotation. As mentioned above,
these include nouns, referential personal and pos-
sessive pronouns, as well as adjectives in a nomi-
nal function. Below we describe some of the spe-
cific cases regarding the annotation of markables
in NARC.

Markable boundaries Compounding is highly
productive in Norwegian and compounds are writ-
ten as one word, e.g. innebandylag ‘field hockey
team’. Even so, markables in NARC always corre-
spond to full tokens and are never sub-token units.
Additional information that is often provided in
parentheses behind a noun, e.g. John (53) is part
of the noun phrase and therefore also part of the
markable in NARC. Both relative clauses and appo-
sitions are also included in the span of the markable
that they modify.

Nested markables NARC allows for nested
markables, i.e., when a nominal markable is con-
tained within a larger markable. When consider-
ing pre-annotated markables that were nested, the
annotators were instructed to assess whether it is
possible for the individual nominals making up
the larger markable to have a reference that is in-
dependent of the markable as a whole. Only in

cases where this is in fact possible should nesting
of markables be allowed. Proper nouns are always
considered to be atomic and they are not annotated
as nested even if it is possible to identify compos-
ite proper nouns within the names, such as e.g.,
Oslo in the proper name University of Oslo. This
treatment is also in line with the flat annotation of
such names in both the original treebank (Solberg
et al., 2014) and NorNE (Jørgensen et al., 2020),
the named entity annotated version of the treebank
as described above.

3.5 NARC relations

Three relations are used in NARC: COREFERENCE,
BRIDGING and SPLIT-ANTECEDENT.6 In the fol-
lowing we describe the annotation of these relations
in NARC, relating to annotation efforts for other
datasets wherever possible.

3.5.1 Coreference
COREFERENCE is the relation reserved for core-
ferring markables. The annotation guidelines are
to a large extent based on those of OntoNotes
(Weischedel et al., 2011). Two broad categories of
coreferring expressions are recognised in NARC:
anaphors and what we might called repeated core-
ferring entities. Anaphors, or anaphoric expres-
sions, usually need to be resolved to an antecedent
to be interpreted. This includes third person pro-
nouns and possessive determiners such as hun, ‘she’
and hans, ‘his’, but also definite nouns such as
bilen, ‘the car’. The second category, repeated
coreferring entities, are markables such as proper
names and first and second personal pronouns,
which are not inherently anaphoric, but which still
can corefer with a markable in the previous text.
Indefinite nominals, including many quantified ex-
pressions, are not assumed to be coreferent with
a markable in the previous text, but they can be
antecedents of anaphors.

Markables are generally linked to the nearest
coreferring markable to the left. Figure 1 illus-
trates this: The spans marked with boxes are the
markables of the text. The pronoun han, ‘he’, has
a coreferent relation to Henrik Bjørnstad in the
preceding sentence. This is, however, not always
the case. In some instances, pronouns may resolve
to markables that follow rather than precede – a

6Unlike OntoNotes, there is no relation for appositives
(BBN Technologies, 2007, 1.2). Instead, the adjacent, corefer-
ring nouns in an appositive construction are taken as part of
the same markable span.
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Henrik Bjørnstad falt ned til 52.-plass. Han endte på 13 slag under par. Bjørnstad må (. . . )
Henrik Bjørnstad fell down to 52. place He finished at 13 strokes under par Bjørnstad must

COREFERENCE

COREFERENCE

Figure 1: Example of a coreference relation in NARC.

phenomenon called cataphora. In cataphoric ex-
pressions, the markable is linked to the nearest
antecedent to the right. This is shown in Figure 2,
where the antecedent of the pronoun appears after
the reference.

OntoNotes permits certain markables which are
neither nominals nor determiners. Firstly, coref-
erence relations are drawn between anaphoric ex-
pressions and verbs in OntoNotes. This means
that e.g. event-denoting definite descriptions such
as the large growth can refer back to a verb such
as grew, which thereby becomes a markable. In
NARC, however, all markables are nominal. Sec-
ondly, temporal adverbials such as now and then
may participate in coreference chains in OntoNotes
(BBN Technologies, 2007, 1.1.4; 2.8), whereas we
only annotate temporal expressions that are nomi-
nal.

In NARC, we have chosen not to include verbs
and adverbs in the set of possible markables. While
this may leave certain anaphoric markables without
an antecedent, it makes the annotation task easier
and removes a potential source of inconsistencies.
It is, for example, not always clear if the actual
antecedent of an anaphoric expression is a verb or
an entire proposition.

3.5.2 Split antecedent

The anaphoric possibilities of plural pronouns and
definite nouns are a bit broader than for singular
anaphors. They may corefer with a plural nominal
or a coordinated structure in the textual context, in
which case it is annotated with a COREFERENCE

relation in NARC. Quite often, however, the refer-
ence of the plural anaphor is not coreferent with one
single markable, but rather has multiple ‘partial’ an-
tecedents in the discourse. Such cases are treated
differently in different datasets. In OntoNotes, they
are not annotated at all. In the ARRAU corpus,
they are handled as a kind of bridging (Uryupina
et al., 2020, pp. 106-107). In NARC, we use a spe-
cial relation in such cases: SPLIT-ANTECEDENT. A
split antecedent relation is drawn from the anaphor

to each of its partial antecedents. This is shown in
figure 3.

3.5.3 Bridging

BRIDGING indicates an anaphoric relation between
two markables that are not coreferent, but associ-
ated in such a way that the correct identification of
the anaphoric referent requires that the hearer estab-
lishes the relation to the antecedent. For example,
in Figure 4, rattet ‘the wheel’ refers to the steering
wheel of the mentioned car, den gullfargede Rov-
eren ‘the gold-colored Rover‘. Typical relations
involved in bridging are part–whole relations and
various types of possession (Clark, 1977). Bridg-
ing can also involve verbal antecedents, where a
following definite nominal is understood to have
filled a particular thematic role: John was murdered
yesterday. The knife laid nearby. In line with our
decision to exclude verbal antecedents, we do not
annotate these.

There are fewer corpora with bridging annota-
tion compared to those which annotate corefer-
ence. For example, OntoNotes does not include
bridging annotation, although two later efforts, IS-
notes (Markert et al., 2012) and BASHI (Rösiger,
2018), each added this for 50 WSJ articles from
OntoNotes. The ARRAU corpus (Uryupina et al.,
2020) also includes bridging annotations.

Bridging is a complex phenomenon, with several
sub-types and no established annotation standard;
see the discussion in Roesiger et al. (2018). For
our purposes, we adopted a very simple heuristic:
when encountering a definite NP, annotators were
asked first to look for a coreferent antecedent. If
there is none, they should look for a related but not
coreferent NP (e.g. bearing a part–whole relation
or a possessive relation) and consider whether that
related NP explains the use of the definite article by
imagining the text without the antecedent. If this
makes the definite infelicitous, it should be marked
with BRIDGING. We make no attempt to identify
sub-types of bridging.
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Michelle, Malia og Sasha er med ham . Obama smiler mens supporterne roper
Michelle, Malia and Sasha are with him . Obama smiles while the supporters shout

COREFERENCE

Figure 2: Example of a cataphora relation in NARC.

I 22 år hadde han vært sammen med Åse . I mange av åra hadde de vært gift.
For 22 years had he been together with Åse . For many of those years had they been married.

SPLIT-ANTECEDENT

SPLIT-ANTECEDENT

Figure 3: Example of a split antecedent relation in NARC.

3.6 Annotation Procedure

Annotation was performed using the Brat anno-
tation tool (Stenetorp et al., 2012). Six students
with a background in NLP and linguistics anno-
tated the Norwegian Bokmål part of the corpus.
The students received financial remuneration for
their annotation work. All annotators completed an
initial training round where they were tasked with
annotation of the same set of documents, followed
by a round of discussion and consolidation, along
with updates to the annotation guidelines.

Due to restrictions in the annotation software,
and the time needed to annotate, documents of
over 150 sentences in length were split into smaller
sections and annotated separately. All other docu-
ments were sorted into groups of 10 which were
balanced according to length to ensure a constant
workload for the annotators across the annotation
period. During weekly meetings, the annotators
had the opportunity to discuss challenges encoun-
tered when annotating or unclarities in the guide-
lines, so that these could be resolved, and the guide-
lines updated. Note that the documents set aside for
measuring inter-annotator agreement were exempt
from these discussions.

3.6.1 Review and Curation
Following the initial annotation process, all docu-
ments were re-annotated in one of two ways. The
documents annotated by a single annotator were re-
viewed by a second annotator in a subsequent step.
In this case, the second annotator only corrected
errors from the first annotation round. In the case

Markables Relations Coref. Bridg.

1.7 5.9 4.5 1.5

Table 1: Differences in numbers before and after review.
Numbers are average differences between documents.

of documents annotated for inter-annotator agree-
ment, a third annotator would base the curation of
the document on one annotation, and then make
changes based on the other, ensuring that both an-
notations are taken into account, while at the same
time making sure there are no errors. Although
both addition and removal of annotations were seen
in the review process, the average changes were
positive in all cases. These differences in numbers
for the relations are summarized in Table 1.

3.7 Inter-Annotator Agreement

59 documents, divided into 5 groups of 10 and
one group of 9, were set aside for inter-annotator
agreement towards the end of the annotation pe-
riod. Each document group was annotated by two
annotators. All annotators annotated at least one
group for IAA, while some annotated more, due
to differences in capacity. These documents were
chosen as they are believed to represent a point in
time where annotators should be familiar with the
guidelines and the annotation task. In order to get
a reliable indication of which areas are the most
problematic, we look at agreement scores for differ-
ent components separately. We follow Nedoluzhko
et al. (2016) in using an F1 score to look at the
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Det plasker på panseret til den gullfargede Roveren . Bak rattet sitter Øyvind Staveland.
It rains on the hood of the the gold-colored Rover Behind the wheel sits Øyvind Staveland.

BRIDGING

Figure 4: Example of a bridging relation in NARC.

agreement for all relations, and Cohen’s κ for the
specific labels. We also use the F1 score for the
markable agreement, following Kopeć and Ogrod-
niczuk (2014).

We see that annotators largely agree on the mark-
ables in the document, with some minor differences.
On average, there was a difference of 2.2 mark-
ables per document, giving an F1 score of 0.99. We
see this as a confirmation that the pre-annotation
provided a satisfactory basis for the annotation. No-
tably, 17% of the disagreement is due to the word
seg ‘oneself’, which was known to fall outside of
the pre-annotations in certain cases.

For the relations, we measure an overall F1 score
of 0.83. We see that although annotators tend to
agree on many relations, there was still disagree-
ment that had to be addressed during the review
phase. When calculating the observed Cohen’s κ,
we follow Kopeć and Ogrodniczuk (2014), who
notes that Cohen’s κ must be calculated separately
for each document, then averaged across docu-
ments in order to avoid including the probability
of annotating across documents. The agreement
score was calculated based on the markables that
were already used in some relation by the anno-
tators, and the relations for each annotator. The
resulting values are presented in Table 2. We note
that IAA scores are relatively high, especially for
COREFERENCE. Both SPLIT-ANTECEDENT and es-
pecially BRIDGING have lower scores than COREF-
ERENCE, but they also have fewer annotated ex-
amples. The low score for BRIDGING is also not
surprising, based on the observation that this is a
much more difficult annotation task.

4 Corpus statistics

Table 3 summarizes the most important statis-
tics for the dataset 7. We see that unsurprisingly
the most common type of relation by far is the
COREFERENCE relation, followed by BRIDGING

7These statistics correspond to the first version of the
NARC corpus. Subsequent releases of the dataset will contain
the full Bokmål part of NDT as well as the Nynorsk part of
the corpus.

and SPLIT-ANTECEDENT. However, some of these
low numbers for BRIDGING can be explained by
the difficulty of identifying bridging in the first
place. We see that despite a large number of pos-
sible markables from the pre-annotation process,
only 37% are used in relations. Relations are over-
whelmingly anaphoric, with only 1.3% being cat-
aphoric. As we do not pose any restrictions on
how far back a relation can be drawn in a doc-
ument, there are some relations with long edges.
Looking at the distance based on tokens, the mode
distance is 6, but the distribution has a long tail to
the right with many long-distance relations. An ex-
ample of this is in one of the documents with more
than 150 sentences, where a relation was drawn
from near the end of the document to an antecedent
near the start, separating the elements of the rela-
tion by 5629 tokens. These cases do require that
no relevant antecedent be mentioned in between.
Due to the long tail, the average distance is 70.4,
while the median is 19.0 for COREFERENCE. For
BRIDGING, the average is 32.1 while the median
is 16.0. Note that the annotators were told to think
about whether the removal of the antecedent in a
BRIDGING relation would change the viability of
the definite form believed to have a BRIDGING rela-
tion. This might have caused an implicit restriction
on bridging-relation lengths. For COREFERENCE

there were no such restrictions, and annotators were
asked to mark all COREFERENCE relations where
possible. The median for the split antecedent rela-
tions is 22.0.

Clusters are collections of relations that have
markables in common. The average length for
COREFERENCE clusters is 4.7 tokens, while for
BRIDGING it is 2 tokens. Most clusters, regard-
less of type, are of length 2, i.e. from a single
antecedent to an anaphoric or bridging expression.
Despite the low average, there are still some very
long clusters.

Finally, we also analyzed the data to investigate
what types of expressions occur as anaphoric ex-
pressions. As noted earlier, there are primarily two
types of relations that fall under COREFERENCE.
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Overall F1 Anaphor κ Cataphor κ Coref. κ Bridging κ Split Ant. κ

Scores 0.83 0.82 0.80 0.84 0.44 0.66

Table 2: IAA scores for the 59 documents annotated for agreement. The overall score is in F1, while the others are
represented by Cohen’s κ, showing scores for specific directions (anaphor and cataphor) and labels (coreference,
bridging, split antecedent).

Type Value

Documents 326
Sentences 15125
Tokens 231363
Total markables 6979
Used markables 26005
Singletons 43788
Single word markables 34
Discontinuous markables 499
COREFERENCE relations 19420
BRIDGING relations 990
SPLIT-ANTECEDENT relations 292
COREFERENCE clusters 5350
BRIDGING clusters 962
Anaphor relations 20425
Cataphor relations 277
Sentences per document 46.4
Tokens per document 709.7
Markables per document 214
Avg. COREFERENCE cluster length 4.7
Avg. BRIDGING cluster length 2.0
Avg. COREFERENCE distance 70.4
Avg. BRIDGING distance 32.1
Avg. SPLIT-ANTECEDENT distance 53.9

Table 3: Counts and average values for some key statis-
tics in the dataset. Singletons are markables that are not
used in any relation. The last three values are the aver-
age distance between the antecedent and the referring
expression in tokens.

The most common COREFERENCE expressions are
pronouns, but both true anaphoric pronouns and
pronouns referring to repeated entities are common.
About 38% of all COREFERENCE relations are from
a pronoun. As only third person pronouns and def-
inite nouns can give rise to BRIDGING relations,
this is naturally reflected in the types of expres-
sions found. The most common is the pronoun de
‘they’, but another notable feature of the BRIDGING

relations is that we see word forms such as hodet
‘the head’ øynene ‘the eyes’ hånden ‘the hand’ and
skuldrene ‘the shoulders’ among the most common

words. These are all typical of inalienable body
parts, a type of bridging mentioned specifically in
BREDT (Borthen et al., 2007).

5 Experiments

This section presents preliminary benchmarking
experiments on the new dataset. Below we describe
the distribution format of the data, the framework
used for modelling and evaluation, and the results.

5.1 Format
Prior to modelling, the resulting files from the
annotation tool (Brat) were converted to the for-
mat JSON Lines. This format has been com-
mon in coreference modelling since Lee et al.
(2018) described the minimization process from
the OntoNotes’ CoNLL-format to JSON Lines,
stripped of PoS-tags, lemmas and word sense in-
formation. For NARC, the annotations represent
tokens structured in sentences along with corefer-
ence mention clusters, similar to LitBank (Bam-
man et al., 2020), GUM (Zeldes, 2017) and PreCo
(Chen et al., 2018). Singleton mentions, i.e. mark-
ables not included in a coreference chain (see Table
3), have been discarded from the post-processing
tasks, but may be used separately to model the im-
pact of a separate mention detection system, as
briefly studied by Chen et al. (2018), or a variation
of the mention-ranking systems by Clark and Man-
ning (2016). The dataset will include the data as
JSON Lines and CoNLL, with and without single-
ton mentions. Furthermore, aligning NARC with
the Norwegian Dependency Treebank (NDT), we
will release the dataset in the CorefUD (Corefer-
ence Universal Dependencies) format, as described
by Nedoluzhko et al. (2022).

5.2 Modelling framework
We apply the framework for word-level coreference
resolution (wl-coref) developed by Dobrovolskii
(2021), as mentioned in Section 2. This two-stage
approach first predicts candidate antecedents for
each token, before reconstructing the full spans by
predicting the most likely start- and end-tokens in
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Model MUC B3 CEAFe LEA CoNLL

P R F1 P R F1 P R F1 P R F1 Mean F1

NorBERT2 90.40 79.35 84.52 63.15 62.71 62.93 55.52 33.54 41.82 61.94 61.50 61.72 63.09
XLM-R 84.97 84.51 84.74 61.09 49.09 54.44 51.17 51.17 51.17 58.87 47.11 52.34 63.45

Table 4: Evaluation of predictions on the held-out test split of NARC.

the same sentence. To create the required training
data, the syntactic head for each annotated span is
added to the dataset through the Norwegian parser
available with spaCy8. On the basis of this, two
training sets are created; one for predicting the
word-level coreference links and one for predicting
the corresponding spans (Dobrovolskii, 2021).

The original wl-coref system was trained with a
48 GB GPU resource. Our model was trained using
a 40 GB GPU resource, which was sufficient to run
the base model of XLM-RoBERTa with the same
hyperparameters as Dobrovolskii (2021), but not
the large version.

For evaluation we use the standard coreference
metrics as computed by the CoNLL 2012 scor-
ing script, including the MUC metric proposed
by Vilain et al. (1995), B3 as proposed by Bagga
and Baldwin (1998), CEAFe as proposed by Luo
(2005), and finally the aggregated score of Mean
F1 as proposed by Pradhan et al. (2012), referred to
as the CoNLL-F1. We also evaluate with the Link-
based Entity-Aware metric (LEA) by Moosavi and
Strube (2016), using standard settings for entity
importance scores.

Training a model for Norwegian text limits the
options for pretrained language models. We chose
four transformer-based language models for intro-
ductory testing on a subset of the data, two Nor-
wegian and two multilingual, namely NorBERT2
(Kutuzov et al., 2021), NB-BERT (Kummervold
et al., 2021), XLM-RoBERTa (XLM-R base) (Con-
neau et al., 2020) and multilingual BERT (mBERT)
(Devlin et al., 2019).

Dobrovolskii (2021) report the choice of pre-
trained language models to be important for the
system’s performance. They use large, monolin-
gual versions of RoBERTa, SpanBERT and Long-
former. Such models are presently not available for
Norwegian.

5.3 Results

The four language models were evaluated using
wl-coref. Based on these initial results, as seen

8https://spacy.io/

nb- nor-
mBERT BERT BERT2 XLM-R

51.3 51.8 54.0 56.1

Table 5: The four preliminary selected pretrained lan-
guage models and their F1 scores according to the wl-
coref evaluation.

in Table 5, the NorBERT2 and XLM-RoBERTa
models were selected for further experimentation.
We proceeded with fine-tuning the two models on
the training set, comprising 80% of the data. Two
other splits – dev and test – were used for evalua-
tion and a held-out test set respectively. Results on
the test set are shown in Table 4. The high MUC
scores indicate that the model was able to properly
group mention clusters. The somewhat lower re-
call scores shows that there are still some lacking
clusters, regardless of the groups they were linked
to. B3 and CEAFe scores are significantly lower,
meaning that while a lot of mentions were found,
the models discovered fewer entities and was un-
able to correctly assign mention clusters. The LEA
score also represents the lack of entity assignment
within the discovered clusters, and the higher score
compared to CEAFe of the NorBERT2 model is
likely due to LEA supporting a weighted one-to-
many assignment of clusters.

Regardless, we find that the scores are compa-
rable to existing work on CR, with the main dif-
ference being the MUC values scoring higher than
current state-of-the-art models on the OntoNotes
dataset. The reason for lower scores on the follow-
ing metrics are, as discussed, likely due to issues
with entity resolution and assignment, and this is
thus an important takeaway for future work.

6 Conclusion

This paper has introduced a new corpus for corefer-
ence resolution: the Norwegian Anaphora Resolu-
tion Corpus (NARC). It is the first openly available
corpus of this kind for Norwegian and represents
the result of a large annotation effort which en-
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riches the Norwegian Dependency Treebank (Sol-
berg et al., 2014; Øvrelid and Hohle, 2016) with
annotation of document-level coreference resolu-
tion, including the annotation of split antecedents
and bridging. The paper has detailed the annotation
effort, including a summary of guidelines, annotion
procedure, inter-annotator agreement and resulting
dataset statistics, as well as provided results from
initial modelling experiments. While this paper
focuses on the annotation of the Bokmål section
of the corpus, the final corpus will contain the full
treebank dataset, including also its Nynorsk sec-
tions, corresponding to the second written standard
of Norwegian. NARC, including the annotation
guidelines, will be made freely available9. It will
further be aligned with the underlying treebank,
allowing for smooth interaction with the other an-
notation layers such as PoS, dependency syntax and
named entities, thus constituting a richly annotated
resource for Norwegian NLP in the future.
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Abstract
Coreference resolution is a key step in nat-
ural language understanding. Developments
in coreference resolution are mainly focused
on improving the performance on standard
datasets annotated for coreference resolution.
However, coreference resolution is an interme-
diate step for text understanding and it is not
clear how these improvements translate into
downstream task performance. In this paper,
we perform a thorough investigation on the im-
pact of coreference resolvers in multiple set-
tings of a community-based question answering
task, i.e., answer selection with long answers.
Our settings cover multiple text domains and
encompass several answer selection methods.
We first inspect extrinsic evaluation of coref-
erence resolvers on answer selection by using
coreference relations to decontextualize indi-
vidual sentences of candidate answers, and then
annotate a subset of answers with coreference
information for intrinsic evaluation. The re-
sults of our extrinsic evaluation show that while
there is a significant difference between the per-
formance of the rule-based system vs. state-of-
the-art neural model on coreference resolution
datasets, we do not observe a considerable dif-
ference on their impact on downstream models.
Our intrinsic evaluation shows that (i) resolving
coreference relations on less-formal text gen-
res is more difficult even for trained annotators,
and (ii) the values of linguistic-agnostic coref-
erence evaluation metrics do not correlate with
the impact on downstream data.1

1 Introduction

Coreference resolution is the task of determining
the expressions of the text that refer to the same
entity. Modeling coreference relations is a key step
for understanding the meaning of the text that can
benefit various tasks like machine reading com-
prehension (Huang et al., 2022), summarization

1Our code and coreference annotations on CQA datasets
are publicly available at: https://github.com/
HaixiaChai/Coref_CQA

(Huang and Kurohashi, 2021), and dialogue pro-
cessing (Xu and Choi, 2022).

The progress in coreference resolution is tailored
to improve the performance on available corefer-
ence resolution datasets (Lee et al., 2017, 2018;
Joshi et al., 2019, 2020; Kirstain et al., 2021; Chai
and Strube, 2022), but it is not clear how this
progress translates to downstream applications.

In this paper, we take a new perspective to di-
rectly evaluate the impact of coreference resolvers
on a downstream task. First, we implement the
extrinsic evaluation of coreference resolvers on
the task of community-based question answering
(CQA), in which the task is to select the correct
answer given a question and a set of candidate an-
swers. Answers in CQA are often very long, and
they contain multiple referring expressions in each
answer. To do so, we use existing coreference re-
solvers for decontextualizing candidate answers —
i.e., replacing less informative nouns and pronouns
with their most informative antecedent — so that
the containing information in each individual sen-
tence would be more standalone. To ensure that the
resulting effects are not specific to a single dataset,
domain, or downstream model, our settings cover
multiple text domains and encompass several CQA
methods. Second, we provide coreference anno-
tations on a subset of answers from two CQA do-
mains to enable intrinsic evaluation of coreference
resolvers on a downstream data.

We evaluate several coreference resolvers from
the rule-based system (Lee et al., 2013) to the state-
of-the-art coreference resolver (Joshi et al., 2020)
using our extrinsic and intrinsic evaluation setups.

The results of our extrinsic evaluation show that
(i) rule-based system has a more positive and less
negative impact on CQA compared to neural coref-
erence resolvers, (ii) while there is a significant
difference between the performance of the rule-
based system vs. state-of-the-art neural model on
coreference resolution datasets, we do not observe
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a considerable difference on their impact on CQA
models. This means that intrinsic evaluation has
to be accompanied by extrinsic evaluation, (iii) the
impact of coreference resolution is different on
various CQA methods. Thus, we suggest to con-
sider the overall impact on multiple CQA models
in order to investigate the effect of a coreference
resolver on CQA, and (iv) coreference resolvers
are most beneficial when both training and test data
are decontextualized, and the rule-based system
has consistent impact on different domains of the
data while the state-of-the-art neural models have a
considerable different impact on different domains.

Our extrinsic evaluation results show that (i) re-
solving coreference relations on less-formal text
genres — like ones in the Stack Exchange answers
— is more difficult even for trained annotators, and
(ii) the results of linguistic-agnostic coreference
evaluation metrics do not correlate with the impact
of coreference resolvers on downstream data.

2 Coreference for Answer Selection

Given a question, the task of answer selection is
to find the correct answer among the set of can-
didate answers. We use answer selection datasets
from community question answering (CQA). CQA
questions are non-factoid and they often require an-
swers with descriptions or explanations. Therefore,
CQA answers are long multi-sentence texts.

With the length of answers, the use of less infor-
mative expressions like pronouns increases. This
presents a challenge for answer selection methods
that mainly rely on the lexical forms to compute the
similarity of the candidate answers to the question.
Especially, when CQA data is collected by using
a search engine or the answers to the similar ques-
tions for candidates, incorrect answers also have
high lexical similarity with questions.

Using coreference resolvers for decontextual-
izing individual sentences in answer selection
datasets makes correct answers more similar to
the question and incorrect ones more dissimilar.
Table 1 shows a sample question and two candidate
answers, in which mentions that refer to the same
entity are specified by the same index in each of the
answers. A1 and A2 address two different issues,
i.e., the need for a visa from Ireland to UK vs. get-
ting an Irish visa given that your UK visa has been
rejected. Both candidate answers contain a simi-
lar text sequence that is relevant to the question,
i.e., “need to acquire a visa to enter the country” in

Q: Do I need a UK visa to enter UK from Ireland?
A1: What is your nationality? According to the [UK]1
government service information website (URL),
people from the countries who are mentioned in URL
would still need to acquire a visa to enter [the country]1.
A2: Data sharing means only that they share data,
so while [the officers in [Ireland]6]3 are able to see details
of [your]4 failed UK visa when [they]3 process [[your]4
Irish visa]5, that doesn’t mean [you]4 will be refused to
get [the visa]5 to enter [the country]6.

Table 1: An example of a question and a correct (A1)
and an incorrect (A2) candidate answer.

A1 and “get the visa to enter the country” in A2.
These two text sequences can be easily discrimi-
nated given coreference information, i.e., “need to
acquire a visa to enter UK” in A1 and “get your
Irish visa to enter Ireland” in A2.

3 Extrinsic Evaluation on CQA

The following sections describe different compo-
nents for the extrinsic evaluation of coreference re-
solvers using CQA. Figure 1 shows the flow chart.

3.1 Answer Selection Models

Sentence-BERT. We use Sentence-BERT
(Reimers and Gurevych, 2019) as an unsupervised
baseline for answer selection. Here, we use the
pre-trained model, MPNet (Song et al., 2020), to
compute sentence embeddings.2 By computing the
sentence embedding of each candidate answer and
that of the question, we select the candidate answer
with the highest cosine similarity to the question.3

CNN. We train a CNN network for computing
the semantic representation of candidate answers
and questions. Similar to Tan et al. (2016) and
Rücklé et al. (2019), we use a max-pooling layer
on top of a CNN to get fix-sized representations.
The similarity of the candidate answer and question
representations is computed by cosine similarity.

Attentive LSTM. Instead of computing indepen-
dent representations for questions and candidate
answers, Tan et al. (2016) propose to use the atten-
tive LSTM model in which the representation of
answers is computed based on the question repre-
sentation.

2MPNet shows the best performance at https://www.
sbert.net/docs/pretrained_models.html.

3This approach is the state of the art on the datasets (Rücklé
et al., 2019) on which we study the extrinsic evaluation of
coreference resolution systems.
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Figure 1: The figure shows our extrinsic evaluation of coreference resolvers on CQA. The red line indicates
decontextualizing sentences using coreference information in the data, while the blue line shows the original data.

COALA. The COALA model (Rücklé et al.,
2019) first uses a CNN to compute a representation
for the local aspect (bi-grams) of both the question
and each candidate answer. It selects the candidate
answer that covers more aspects of the question.4

3.2 Datasets

The datasets (Rücklé et al., 2019) are in English
from a diverse set of domains from StackExchange
including Travel (Q&A for travelers), Cooking
(Q&A for professional and amateur chefs), Com-
puter (Q&A for the users of Apple hardware and
software), and Aviation (Q&A for aircraft pilots,
mechanics, etc.) communities. Table 2 provides
the statistics of these datasets.

Dataset Number of Questions Answer
Train Valid Test Length

Travel 3 572 765 766 214
Cooking 3 692 791 792 189
Computer 5 831 1 249 1 250 114
Aviation 3 035 650 652 281

Table 2: The statistics of the answer selection datasets.

These datasets contain predefined train, valida-
tion, and test splits. We train each of the super-
vised answer selection models on the training split
of each of the datasets.5 For instance, we have
four different CNN trained models for each of the
datasets. Models that are trained on the travel train-
ing set are used for evaluating the effect of corefer-
ence resolution on the travel test set.

Note that existing supervised coreference re-
solvers are trained on the CoNLL-2012 data (Prad-
han et al., 2012) that contains different domains
including newswire, broadcast news, broadcast con-
versations, telephone conversations, weblogs, mag-
azines, and Bible domains.

4It has two variants, from which we select the one with
higher scores, i.e., COALA p-means.

5We use same hyper-parameters as Rücklé et al. (2019).

3.3 Incorporating Coreference Relations
To benefit from coreference information in down-
stream tasks, one can either incorporate corefer-
ence relations in the model, e.g., (Dhingra et al.,
2018; Du and Cardie, 2018; De Cao et al., 2019;
Dua et al., 2020), or in its input data, e.g., (Stein-
berger et al., 2007; Du and Cardie, 2018), from
which we use the second approach. The approach
is similar to decontextualization (Choi et al., 2021),
in which the goal is to make the meaning of indi-
vidual sentences standalone in an empty context.
Coreference resolution is one of the main steps for
decontextualization, and as shown by Choi et al.
(2021), it is a valuable preprocessing step for tasks
that require document understanding.6 In addition,
using coreference resolvers for decontextualizing
input sentences has the following benefits: (1) a
single coreference annotated dataset can be used
for evaluating various answer selection models,
and (2) it does not require developing specialized
coreference-aware models for the application.

We first apply the coreference resolver on all
candidate answers and get the resulting corefer-
ence chains. Then for each mention in the coref-
erence chains, we determine the most representa-
tive antecedent7 using the rules proposed by Lee
et al. (2013): if two mentions are of different types,
proper names are the most representative mentions
and common nouns are more representative than
pronouns, e.g., “the UK visa” vs. “it”. Otherwise,
the mention containing more words is more repre-
sentative, “the UK visa” vs. “the visa”.

In our experiments, we examine and report two
different settings: (1) coreference resolution: re-
placing all types of referring expressions with their

6Note that the full decontextualization of sentences re-
quires more than coreference resolution — e.g., bridging reso-
lution. We aim to evaluate coreference resolvers, so we focus
on using coreference resolution for decontextualization.

7All coreferring mentions that appear before the current
mention are considered as antecedents.

63



most representative antecedent, and (2) pronoun
resolution: only replacing pronouns with their
most informative antecedent. Meanwhile, we in-
corporate coreference annotations in two different
ways: (1) only in the test data: models trained
on original training data are evaluated on differ-
ent coreference annotations on the test data, and
(2) both in the training and test sets: we train
and test the supervised CQA models on the train-
ing and test sets that are decontextualized by using
coreference relations.

3.4 Extrinsic Evaluation Metric

We use accuracy — i.e., the ratio of correctly se-
lected answers — to measure the performance of
answer selection models. The impact of each coref-
erence resolver on answer selection is measured by
computing the difference between the accuracy of
answer selection models on the coreference anno-
tated test sets vs. the original ones. Table 3 reports
the performance of CQA models.

Model Dataset
Travel Cooking Computer Aviation

Sentence-BERT 81.98 77.65 64.32 80.06
CNN 34.46 26.01 20.24 26.22
Att.-BiLSTM 43.34 38.38 25.60 36.34
COALA 54.83 47.34 33.52 52.45

Table 3: Accuracy of answer selection models.

4 Intrinsic Evaluation on CQA data

We enable intrinsic evaluation of coreference re-
solvers on CQA data by annotating coreference
relations on a subset of the CQA data.

We annotate a subset of examples from the
Travel and Cooking test sets. We use MMAX2
(Müller and Strube, 2006) for the annotations.8

The annotations are done by six bachelor and mas-
ter students with NLP background from the De-
partments of Computational Linguistics and Com-
puter Science. They received a minimal training for
coreference resolution and the MMAX2 annotation
tool. Table 4 presents the statistics of this annotated
data. We annotate a subset of 100 answers by two
of the annotators and perform an inter-annotator
agreement study. The inter-annotator agreement is
0.71 using Krippendorff’s α (Krippendorff, 1980)
with MASI distance metric (Passonneau, 2006).9

8http://mmax2.net/
9Details are included in Appendix A.

Travel Cooking

answers 389 558
max words/answer 319 283
coreference chains/answer 4.2 3.4
mentions/answer 14.0 12.3

Table 4: Statistics of our human anotations based on
the number of annotated answers, maximum number
of words per answer, average number of coreference
chains per answer, and average number of annotated
mentions per answer in each of the domains.

While our agreement study shows a high inter-
annotator agreement, we also perform a manual
error analysis on the resulting annotations.10 Based
on our analysis, annotating coreference relations in
less-formal genres is more difficult than in the com-
mon genres in existing NLP datasets, e.g., news,
and their error-free annotations would require ex-
pert linguists.11 In particular, human annotations
in Travel contain more errors. This indicates that
resolving coreference relations of the answers in
the Travel domain, which contains more nominal
expressions, is more difficult than Cooking.

5 Examined Coreference Resolvers

We evaluate four different coreference resolvers.
First, the Stanford rule-based system (Lee et al.,

2013) that uses heuristic rules like string match
for resolving coreference relations. There is a con-
siderable gap between its performance and state-
of-the-art coreference resolvers on the CoNLL-
2012 test set. However, it has a reasonable per-
formance across different domains (Moosavi and
Strube, 2017).

Second, deep-coref (Clark and Manning, 2016),
which is a neural coreference resolver. deep-coref
is a neural model that first extracts candidate men-
tions using syntactic information. For each candi-
date mention, it scores all preceding mentions to
select the best scoring one as the antecedent. It also
includes a dummy antecedent to determine non-
anaphoric mentions, i.e., if the dummy antecedent
has the highest score, the mention is non-anaphoric.

Third, e2e-coref (Lee et al., 2018) that is an end-
to-end neural coreference resolver and the base
model for the majority of state-of-the-art corefer-
ence resolvers since 2018. Unlike deep-coref and

10For the error analysis of the human annotations, we refer
to Appendix A.

11This is consistent with the previous observation of Chai
et al. (2020) that resolving coreference relations in noisy user-
generated texts is very challenging.
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Coreference Answer Selection Travel Cooking Computer Aviation

rule-based

Sentence-BERT -1.57 -1.39 -0.96 -1.54
CNN 1.17 0.50 0.80 0.00
Att.-BiLSTM 1.17 0.63 0.88 0.92
COALA 0.78 0.13 1.44 0.46

deep-coref

Sentence-BERT -0.65 -0.63 -0.48 -1.54
CNN 0.52 0.75 0.40 0.00
Att.-BiLSTM -0.13 0.63 0.16 0.92
COALA -0.40 0.38 0.96 0.46

e2e-coref

Sentence-BERT 0.26 -1.14 -0.48 -1.23
CNN 1.04 0.75 0.24 0.16
Att.-BiLSTM -0.26 0.50 -0.24 -0.61
COALA 0.52 -0.12 0.24 0.00

bert-coref

Sentence-BERT -0.13 -1.01 0.00 -1.38
CNN 0.78 -0.38 -0.40 0.31
Att.-BiLSTM 0.39 0.25 0.32 0.31
COALA 0.39 0.00 0.56 0.61

Table 5: Effect of the coreference resolvers on different answer selection models and datasets. Cell values indicate
the difference between the accuracy when incorporating coreference annotations on test sets vs. the baseline results.
The bold-faced values mean that the coreference resolver has a positive impact on the corresponding CQA models
and domains. The values in italic and underline show the answer selection models on which each coreference
system has the best impact.

rule-based systems, e2e-coref does not use syntac-
tic information or a separate modules to determine
candidate mentions. It jointly determines mention
spans as well as their corresponding coreference
relations by an end-to-end neural model.

Last, bert-coref (Joshi et al., 2020) that is one
of the most recent state-of-the-art coreference re-
solvers on the CoNLL-2012 dataset. bert-coref is
an extension of e2e-coref by replacing the bidirec-
tional LSTM encoder with SpanBERT encodings.
Concretely, we use the SpanBERT-large language
model, which has a novel span masking pretrain-
ing objective that predicts the entire masked span
instead of individual tokens.

For the reported extrinsic and intrinsic evalu-
ations, the supervised coreference resolvers are
trained on the English CoNLL-2012 dataset. Ta-
ble 6 presents the scores of these coreference
resolvers on the CoNLL-2012 test set based on
the standard coreference evaluation metrics, i.e.,
MUC (Vilain et al., 1995), B3 (Bagga and Baldwin,
1998), CEAFe (Luo, 2005), and LEA (Moosavi and
Strube, 2016).

Metric rule-based deep-coref e2e-coref bert-coref
MUC 64.7 74.2 80.4 85.3
B3 52.7 63.0 70.8 78.1
CEAFe 49.3 58.7 67.6 75.3
LEA 47.3 59.5 67.7 75.9

Table 6: Performance of examined coreference resolvers
on the English CoNLL-2012 test set based on corefer-
ence evaluation metrics.

6 Results

6.1 Extrinsic Evaluation

Evaluating CQA using coreference annotations
in the test data. Table 5 shows the results of us-
ing the examined coreference resolvers on the CQA
models and domains in the coreference resolution
setting, i.e., replacing all referring expressions with
their most representative antecedent.12

First, we observe that compared to state-of-the-
art coreference resolvers, rule-based has a more
positive impact and less negative impact on CQA.13

12Appendix C includes results of the pronoun resolution.
13We compute the statistical significance of rule-based and

bert-coref by using Wilcoxon’s Signed Rank test on all CQA
models and two domains. For the travel domain the differences
are statistically significant (p ≤ 0.05), while in the cooking
domain the results are not.
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To further investigate this result, we report the to-
tal number of resolved mentions and pronouns by
the examined resolvers across all CQA domains
in Table 7. We observe that rule-based resolves
the highest number of mentions (99k) and the low-
est percentage of pronouns (64%), i.e., the ratio
of pronouns in all resolved mentions, indicating
that rule-based resolves more nominal mentions
than the other coreference resolvers. Based on this
observation, we hypothesize that resolving more
nominal mentions and improving the precision of
resolved pronouns will improve the effectiveness
of state-of-the-art coreference resolvers on down-
stream applications.

Resolver Mentions Pronouns % of Pronouns
rule-based 99k 63k 64%
deep-coref 70k 51k 73%
e2e-coref 72k 56k 77%
bert-coref 81k 57k 70%

Table 7: The statistics of total mentions and pronouns
resolved by coreference resolvers on all domains.

Second, while there is a significant difference
between performance of coreference resolvers on
the CoNLL-2012 coreference dataset, e.g., ≈ 20
point difference between rule-based and bert-coref
based on various coreference metrics in Table 6,
we do not observe a considerable difference in their
impact on CQA models. This suggests that intrinsic
evaluation on CoNLL should be accompanied by
extrinsic evaluation to approximate the utility of
the coreference resolvers for end tasks.

Finally, we find that CNN and COALA that en-
code the text based on the local context have better
performance with neural coreference resolvers, At-
tentive LSTM which encodes the context globally
performs best with rule-based, and no coreference
resolvers have a clear positive impact on Sentence-
BERT14 in Table 5. In general, the impact of coref-
erence resolvers varies for different CQA models.
So, we suggest to consider the overall impact on
multiple CQA models to investigate the effect of a
coreference resolver on CQA.

Table 10 shows an example of replaced corefer-
ence relations in a candidate answer.

14It is shown that pretrained models, like SentenceBERT,
capture linguistic structures like anaphoric coreference to
some extent (Manning et al., 2020), that may be the reason
that using the incorporating the noisy output of coreference
resolvers does not improve the performance of such systems.

Evaluating CQA using coreference annotations
in both training and test data. For the above
experiments, we only evaluate the impact of coref-
erence resolvers by incorporating coreference in-
formation only on the test data. However, this may
results in disparity between the data that models are
trained on vs. testing data. We also investigate the
impact of incorporating coreference relations on
both training and test CQA data. Table 8 presents
the results of this experiment for the rule-based
and bert-coref systems and for the two representa-
tive domains, Travel and Cooking. For each of the
experiments, we train and test the CQA models on
the training and test data in which referring expres-
sions are replaced with their most representative
detected antecedent.

Resolver CQA Travel Cooking

rule-based

CNN -0.78 1.26
Att.-BiLSTM 2.35 0.13
COALA 0.91 0.63

bert-coref

CNN 2.22 0.63
Att.-BiLSTM 2.09 -2.27
COALA 0.13 -2.14

Table 8: Evaluating the impact of coreference resolu-
tion on supervised CQA models when the coreference
information is used both in training and test sets.

Based on the results, incorporating coreference
relations in both training and test datasets results
in higher improvements compared to only incorpo-
rating them in the test data since the models see
similar data formats during training and evaluation.
From both challenging domains, we observe that
bert-coref performs better on the Travel domain,
while rule-based shows most positive results on
both domains, even on Cooking that has shorter
texts and contains more disfluent and ungrammat-
ical expressions compared to the Travel domain.
Thus, we encourage people to research more on
diverse domains or genres beyond well-structured
narrative texts.

6.2 Intrinsic Evaluation
Table 9 shows the evaluation of the examined coref-
erence resolvers on our CQA coreference data de-
scribed in §4 based on standard coreference res-
olution evaluation metrics as well as Application
Related Coreference Scores (ARCS). ARCS is pro-
posed by Tuggener (2014) for evaluating corefer-
ence resolvers based on their potential impact on
downstream applications.

As mentioned in §5, all systems are trained on
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the CoNLL-2012 training data, which contains dif-
ferent genres that those in our CQA data.

Metric rule-based deep-coref e2e-coref bert-coref
Travel

MUC 28.07 55.36 34.90 39.53
B3 28.81 50.66 34.28 39.31
CEAFe 33.56 45.83 38.95 44.62
LEA 23.19 46.86 30.19 35.29
ARCS 18.24 23.99 29.47 36.80

Cooking
MUC 31.58 59.43 37.82 43.07
B3 30.99 54.85 36.17 40.70
CEAFe 34.77 52.42 41.36 45.11
LEA 24.47 50.01 30.88 36.04
ARCS 15.49 24.37 26.27 34.17

Table 9: Intrinsic evaluation of examined coreference
resolvers on our CQA coreference data.

As we see from the results, all standard coref-
erence evaluation metrics — including MUC, B3,
CEAFe, and LEA — agree on the ranking of the
examined resolvers on both domains, based on
which deep-coref performs better than the other
systems.15 ARCS, on the other hand, ranks bert-
coref higher than the rest of the systems on both
domains. Interestingly, none of the above rank-
ings is consistent with our extrinsic evaluations in
Table 5, e.g., the rule-based system receives the
lowest ranking based on all metrics in intrinsic eval-
uations while its overall impact on CQA models is
better than that of bert-coref.

Note that existing coreference resolution evalu-
ation metrics are linguistic-agnostic, i.e., they do
not discriminate the resolution of different types of
mentions. This can be a potential reason that exist-
ing metrics do not correlate with the performance
on a downstream task. For instance, as shown by
Agarwal et al. (2019) resolving the corresponding
proper name of each entity is more important than
the resolution of other relations for certain down-
stream tasks.

7 Related Work

Task-oriented evaluation of coreference resolu-
tion. Tuggener classifies the use of coreference
resolution in higher-level applications into three
classes and proposes a different evaluation metric
for each usecase:

• Modeling entity distributions to determine
the exact sequence of each entity occurrence,
which is useful in applications like modeling

15Based on our analysis, deep-coref resolves fewer infor-
mative mentions and more repeated pronouns compared to
other systems.

local coherence (Barzilay and Lapata, 2008).
For such use-cases, Tuggener proposes to eval-
uate the detection of the immediate antecedent
of each mention.

• Inferring local entities to determine the clos-
est nominal antecedent of each mention. This
use-case can be useful in applications like ma-
chine translation and summarization in which
resolving pronouns with a nominal antecedent
reduces ambiguity of the text. The proposed
evaluation for this category is to only evaluate
the closest preceding nominal antecedent of
each mention.16

• Finding context for a specific entity to deter-
mine all references to the entity. This is useful
for finding parts of the context that are related
to a given question. Tuggener proposes to
evaluate this setting by first finding the most
representative mention of each coreference
chain, called the anchor mention. He then
computes the number of correct and incorrect
references for each anchor mention in order
to measure the performance.

Evaluation metrics of Tuggener (2014) are appli-
cable on coreference annotated datasets. However,
(1) existing coreference resolvers do not general-
ize well to new datasets and the performance in
in-domain vs. out-of-domain settings may be com-
pletely different, and (2) as we saw in §6.2, they do
not necessarily correlate with the impact on down-
stream applications.

Coreference for question answering. The use
of coreference resolution in answer selection has
been explored by various work, e.g., (Morton, 1999,
2000; Vicedo and Ferrández, 2000, 2008; Wang,
2010).17 Morton (1999) proposes to rank candidate
answers based on their coreference relations with
the question, so that answers having more com-
mon entities with the question would get a higher
rank. Stuckhardt (2003) and Wang et al. (2010)
use anaphora resolution to detect common entities
between the question and the candidate document
for improving QA.

Morton (2000) evaluates the use of coreference
resolution for QA. In order to compute the rele-
vance of each sentence to the given question, he

16ARCS used in §6.2 refers to this metric.
17For the use of coreference resolution for other NLP appli-

cations refer to Stuckardt (2016).
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Original text: Short answer, you can’t. However, you can at least make sure they have an official license, and any other
accreditation which might lend some credence to their claims. Look for ones that are licensed by the <URL>, and
consider <URL>, to see if anyone has mentioned them1 or complained about them2. All you can do is research, and
ask around when you get there as well. Or consider approaching the companies and ask them3 directly-I ’m sure you’d not
be the first, even if it is rather brazen;)
rule-based: {them1, them2}← ones that are licensed by the <URL>; {them3}← the companies; {it}← <URL>
deep-coref: NIL
e2e-coref: {them1, them2}← ones that are licensed by the <URL>; {them3}← the companies
bert-coref: {them1, them2}← ones that are licensed by the <URL>; {them3}← the companies
human-annot: {them1, them2}← ones that are licensed by the <URL>, <URL>; {them3}← the companies

Table 10: An example from the replacements made by each of the examined coreference resolvers.

considers all the other mentions beyond the bound-
ary of the sentence itself, that are coreferent with
any of the sentence mentions. Vicedo and Ferrán-
dez (2000) evaluate the use of pronoun resolution
in QA, and more specifically answer selection in
QA. They show that incorporating information re-
garding the antecedent of pronouns improves, and
in some cases is essential, for QA.

Aforementioned works, which show that coref-
erence is beneficial for QA, use small-scale eval-
uations and simple QA models, e.g., TF-IDF, and
coreference resolvers, e.g., rule-based systems. In
this work, we investigate the use of coreference us-
ing recent answer selection models and coreference
resolvers as well as multiple large-scale datasets.

Du and Cardie (2018) incorporate coreference
information both at the input- and model-level for
QA. At the input-level, they add the most informa-
tive antecedent of the pronouns to the input. At the
model-level, they add coreference position feature
embeddings to the model that specify the position
of pronouns and their corresponding antecedents.
They incorporate a gating mechanism to refine posi-
tion embeddings based on the corresponding coref-
erence score of each antecedent-pronoun relation.

These methods are costly to train, and therefore,
they are not suitable to facilitate an efficient evalu-
ation of various coreference resolvers on different
CQA models and domains, e.g., their experiments
are based on a single coreference output.

Quoref (Dasigi et al., 2019) is a question answer-
ing dataset that is designed based on coreference re-
lations, i.e., answering the question requires resolv-
ing the coreference relation between two mentions
in the context. However, it is shown that answering
questions in Quoref does not necessarily require
coreference resolution and the questions may be
answered by using simple shortcuts in the dataset
(Wu et al., 2020). Dua et al. (2020) annotate the
required coreference relations for answering ques-
tions in a subset of Quoref examples. They then

propose a model that jointly predict coreference
relations and the final answer. They show that this
joint prediction improves the result of the question
answering model. They use gold annotations in
their study, and they only annotate the relations
that are related to the question. This work does
not explicitly use a coreference resolver to obtain
coreference relations and does not aim to resolve
all coreference relations.

8 Discussion

As mentioned in §7, there are many ways to in-
corporate coreference information in QA. In this
work, we make it at the input-level by decontextual-
izing the input sentences. This makes the extrinsic
evaluations efficient and enables evaluating any
coreference resolvers on any downstream models
and datasets. On the downside, the decontextu-
alization results in unnatural sentences in some
examples, which may negatively impact the down-
stream model. For instance, we observe that most
coreference resolvers have a negative impact on
Sentence-BERT in Table 5. Meanwhile, we find
that the other three CQA models are more robust
on the revised data especially for the rule-based
system. Overall, evaluating coreference resolution
systems in downstream tasks is a complicated task.
Various evaluation methods could result in very
different extrinsic evaluation results on different
downstream models and datasets that could be sim-
ilar or dissimilar with standard coreference datasets.
In this paper, our method evaluates coreference re-
solvers more on the out-of-domain corpora with
less-formal text in a downstream task, community-
based question answering.

9 Conclusions

Coreference resolution is an important step for text
understanding. The main shortcoming of recent
developments in coreference resolution is that they
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mainly target improving the performance in stan-
dard coreference datasets. However, coreference
resolution is not an end-application and it is not
clear how the progress in in-domain evaluations
translates into downstream tasks performance. In
this work, we enable direct extrinsic and intrinsic
evaluation of coreference resolvers on downstream
models and data, respectively. For the extrinsic
evaluations, we use coreference resolvers for de-
contextualizing the input sentences in community-
based question answering (CQA) task. For intrin-
sic evaluation, we have annotated a subset of CQA
data with coreference relations. Our extrinsic eval-
uations suggest that (1) while there is a significant
gap on the performances of state-of-the-art corefer-
ence resolver and the rule-based system on coref-
erence datasets, the rule-based system has a more
consistent and positive impact on CQA while the
impact of the state-of-the-art model can consider-
ably vary based on the domain of the downstream
data, and (2) using coreference resolvers for decon-
textualizing both training and test datasets is more
beneficial than decontextualizing the test data. Our
intrinsic evaluations suggest that there is a discrep-
ancy between the rankings of existing coreference
resolution evaluation metrics and the resulting rank-
ings from the extrinsic evaluations. This suggests
that intrinsic evaluation on CoNLL should be ac-
companied by extrinsic evaluation to approximate
the utility of the coreference resolvers for down-
stream tasks.
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A Human Annotation Study

Annotation guidelines. Annotators were re-
quired to detect all noun phrase markables, ex-
cept pronouns which were highlighted in advance
through a chunker. Since the replacement for incor-
porating coreference information applies to corefer-
ent mentions, non-referring markables (singletons)
are not requested to be annotated.

Annotation procedure. The annotation process
was run in three stages. First, we gave a training
to the annotators to show the annotation guidelines
and how to use the MMAX2. Then, home exer-
cises containing 5 candidate answers from Travel
domain were assigned to the annotators, so that
we can point out problems they made promptly.

71



Finally, all annotators independently labeled anno-
tations on their assigned work.

A.1 Inter-Annotator Agreement
To evaluate the reliability of the human annotations,
we use Krippendorff’s α (Krippendorff, 1980) to
measure inter-annotator agreement, which allows
for partial agreement among coreference chains by
using distance metrics as weights. The alpha value
can be affected by ’too strict’ or ’too generous’ dis-
tance metrics applied (Artstein and Poesio, 2008),
so we report three different distance metrics, MASI
(Passonneau, 2006), Jaccard (Jaccard, 1912) and
Dice (Dice, 1945) for references. Since annotators
can freely decide the boundary of markables, we
use head-finding algorithm (Collins, 2003) for the
overlapped markables identified by annotators to
verify if they agree the markables are identical.

We randomly select two annotators to annotate
the same 100 candidate answers from Travel do-
main. The final inter-annotator agreement was com-
puted by the average of Krippendorff’s α value of
all answers. As showing in Table 11, our results
are greater than 0.66 which was suggested as ac-
ceptable by Krippendorff (2004).

MASI Jaccard Dice

Krippendorff’s α 0.71 0.78 0.82

Table 11: Inter-Annotator agreement.

A.2 Error Analysis
In Table 12, we show three annotations from two
annotators and one expert linguist on one answer
from Travel domain. While two human annota-
tors have similar coreference resolution results, the
expert linguist resolves one more cluster that the
annotators do not recognize. In addition, without
the questions context, the annotation is sometimes
harder for annotators.

H1: [I]1 am from croatia and [I]1 find their site confusing as well. Maybe [<url>]2
can help [you]3. imho, on [this link]2 [you]3 have very clear timetable for selected
date if that is what [you]3 want to find.
H2: [I]1 am from croatia and [I]1 find their site confusing as well. Maybe [<url>]2
can help [you]3. imho, on this [link]2 [you]3 have very clear timetable for selected
date if that is what [you]3 want to find.
L: [I]1 am from croatia and [I]1 find their site confusing as well. Maybe [<url>]2
can help [you]3. imho, on [this link]2 [you]3 have [very clear timetable for selected
date]4 if [that]4 is what [you]3 want to find.

Table 12: An example of human annotations on Travel
domain by two annotators (H1) and (H2) and one expert
linguist (L).

B Why applying coreference resolvers on
candidate answers?

To incorporate coreference resolution, we can ap-
ply the coreference resolver on (1) the question,
(2) the candidate answer, or (3) the concatenation
of the question and each candidate answer. We
examined all the above settings in our preliminary
experiments, and we find out that the second one,
i.e., resolving coreference relations of the candi-
date answers, is the most beneficial one. Questions
are usually too short and do not contain coreference
relations, so it is not useful to apply coreference
resolvers on them.

To examine the third setting, we concatenate
the question in the beginning of each candidate
answer so that the model would be able to resolve
intra-coreference relations among mentions of the
candidate answer as well as inter-relations among
the answer and the question. However, based on
our experiments, the use of this setting results in
lower performance in answer selection compared
to the second one. The reason is that resolving
coreference relations between candidate answers
and the question makes many incorrect candidate
answers more similar to the question by resolving
the pronouns of the incorrect answer to the named
entities of the question.18 In addition, the question
and answer have different speakers, which makes
the resolution of first- and second-person pronouns
more difficult across question-answer. Therefore,
we only apply coreference resolvers to resolve the
coreference relations of candidate answers.

C Results

Table 13 below shows the impact of pronoun res-
olution of the examined coreference resolvers on
the answer selection models and domains. In this
setting, we only replace pronouns with their most
informative antecedent.

18For instance, the pronoun “it” from the incorrect candi-
date answer “You can get it by going to the closest grocery
store”, which is the answer of the question “where can I buy
tomatoes?”, can be resolved to “UK visa” from the other ques-
tion, and makes the candidate answer more similar to this
question.
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Coreference Answer Selection Travel Cooking Computer Aviation

rule-based

Sentence-BERT -0.39 -1.14 -0.56 -0.77
CNN 1.31 0.75 0.80 -0.61
Att.-BiLSTM 1.17 1.14 0.80 0.92
COALA 0.26 0.51 0.56 -0.15

deep-coref

Sentence-BERT -0.39 -0.63 -0.40 -0.77
CNN 0.39 0.37 0.40 -0.61
Att.-BiLSTM -0.66 0.76 0.16 0.92
COALA 0.00 0.13 0.80 -0.15

e2e-coref

Sentence-BERT 0.13 -0.89 -0.16 -0.62
CNN 0.78 0.88 0.16 0.46
Att.-BiLSTM -0.79 0.50 -0.16 0.46
COALA 0.52 -0.38 0.00 0.46

bert-coref

Sentence-BERT 0.13 -1.01 -0.08 -0.31
CNN 1.04 -0.26 -0.48 0.46
Att.-BiLSTM -0.53 0.13 -0.16 0.31
COALA 0.13 -0.25 0.08 0.15

Table 13: Effect of the examined pronoun resolution on the answer selection models and datasets. Cell values
indicate the difference in accuracy when incorporating pronoun resolution on test sets compared to the baseline
results.
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Abstract

Bridging reference resolution is the task of find-
ing nouns that complement essential informa-
tion of another noun. The essentiality varies de-
pending on noun combination and context and
has a continuous distribution. Despite the con-
tinuous nature of essentiality, existing datasets
of bridging reference have only a few coarse
labels to represent the essentiality (Poesio and
Artstein, 2008; Hangyo et al., 2012). In this
work, we propose a crowdsourcing-based an-
notation method that considers continuous es-
sentiality. In the crowdsourcing task, we asked
workers to select both all nouns with a bridging
reference relation and a noun with the high-
est essentiality among them. Combining these
annotations, we can obtain continuous essen-
tiality. Experimental results demonstrated that
the constructed dataset improves bridging refer-
ence resolution performance. The code is avail-
able at https://github.com/nobu-g/
bridging-resolution.

1 Introduction

The meaning of natural language texts is sup-
ported by cohesion among various linguistic units
such as words, sentences, and paragraphs (Halliday
and Hasan, 2014). Analyzing cohesion is indis-
pensable for capturing the semantic structure of
natural language texts.

Among cohesion analysis tasks, predicate-
argument structure (PAS) analysis and seman-
tic role labeling (SRL) have been actively stud-
ied (Shibata and Kurohashi, 2018; Omori and Ko-
machi, 2019; He et al., 2018). These tasks aim to
find nouns that complement a predicate’s essential
meaning, such as who does/did what to whom.

On the other hand, bridging reference resolu-
tion is the task of finding nouns that complement a
noun’s essential meaning. It is a special case of an
anaphora resolution in which the anaphor and its
antecedent have non-identical yet associated rela-
tions (Kobayashi and Ng, 2020).

(1) I can see a house over there. The roof is cov-
ered with snow.

In the above example, the roof is semantically in-
sufficient by itself, and a house plays an essential
role in complementing the meaning of the roof.
Here, the roof is called an anaphor, and a house is
called an antecedent. The performance of bridging
reference resolution is only 40-60%, while PAS
analysis and SRL have reached 70-90% (Ueda
et al., 2020; Konno et al., 2021; Umakoshi et al.,
2021; Zhang et al., 2021).

One challenge of bridging reference resolution
is the continuous distribution of the strength of the
relation between nouns (We call the strength essen-
tiality, hereafter). In the example (2), he, world
swimming championships, and 100m breaststroke
all modify record semantically but have different
essentiality.

(2) He won the world swimming championships
with a world record in 100m breaststroke.

The most essential information for record is what
kind of event the record was set in, i.e., 100m
breaststroke. Although other phrases, he and world
swimming championships, also complement the
meaning of record, their essentiality is lower than
that of 100m breaststroke. Therefore, essentiality
varies depending on noun combination and context
and has a continuous distribution.

Although predicates and their modifiers also
have essentiality, their continuity is less than that
of nouns. Predicates have syntactically required
highly essential modifiers called arguments. For ex-
ample, intransitive verbs always have their subject,
and transitive verbs always have their subject and
object. In contrast to arguments, less essential mod-
ifiers are called adjuncts. The argument/adjunct dis-
tinction is ambiguous, especially in prepositional
phrases. Thus the essentiality distributes continu-
ously, like nouns. However, many of the modifiers
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are syntactically linked to the predicate. On the
other hand, few nouns have such syntactic links,
making it more difficult to distinguish between es-
sential and non-essential due to many implicit mod-
ifiers.

Despite their continuous nature, existing datasets
of bridging references have only a few coarse
labels, such as essential, ambiguous, and op-
tional (Poesio and Artstein, 2008; Hangyo et al.,
2012). This fact suggests that there is a gap be-
tween the phenomenon of bridging reference and
the annotations in existing datasets. This gap leads
to performance degradation in bridging reference
resolution.

In this work, we utilize crowdsourcing to ob-
tain annotations in which continuous essentiality
is considered. Crowdsourcing makes it possible
to obtain multiple annotations for each example at
a low cost. We asked crowd workers to select all
nouns that have a bridging reference relation with
a given noun. We also asked them to select the
most essential one from the selected nouns. We as-
signed eight workers per example. Considering the
number of votes as essentiality between nouns, we
collected annotations of essentiality on a 16-point
scale.

We used this method to create a corpus (Crowd
hereafter) consisting of about 3,900 documents.
Each document in Crowd consists of three sen-
tences, which add up to 11,700 sentences. We com-
pared Crowd with an existing corpus annotated
with coarse labels by experts (Expert hereafter).
In the experiment, we trained bridging reference
resolution models on Crowd, Expert, and the com-
bination of them. The models trained on Crowd
or the combination always outperformed models
trained only on Expert, which demonstrated the
effectiveness of using Crowd as a training dataset.
Our general-purpose crowdsourcing interface is
publicly available for further research.1 Our con-
structed dataset and training code are also publicly
available.2

2 Existing Corpora for Bridging
Reference

This section compares our dataset with existing
corpora for bridging reference resolution. First, we
introduce corpora for English bridging reference

1https://github.com/nobu-g/
bridging-annotation

2https://github.com/nobu-g/
bridging-resolution

resolution, which is most actively studied, and then
we describe Japanese corpora, which we compare
in this work, in detail.

2.1 English Corpora

Some of the most widely used corpora in En-
glish are ARRAU (Poesio and Artstein, 2008),
ISNotes (Markert et al., 2012), BASHI (Rösiger,
2018), and SciCorp (Roesiger, 2016). Most of
these corpora contain only a few thousand bridg-
ing anaphors. Even the largest ARRAU contains
5,512 bridging anaphors, which is insufficient to
apply neural network-based methods. Some works
proposed data augmentation methods to address
the issue. Hou (2020) converted examples into
QA format and augmented the examples with ex-
isting QA datasets, and Yu and Poesio (2020) per-
formed multi-task learning with coreference res-
olution. However, even with these methods, the
accuracy is around 40–60%.3 On the other hand,
our corpus consists of 3,933 documents, including
25,217 bridging anaphors4, which is large enough
to train a neural network model. In addition, while
all the four corpora have coarse labels to distin-
guish bridging reference relations, our corpus has
more continuous annotations.

Recently, Elazar et al. (2022) created a corpus
annotated with a wide range of noun phrase rela-
tions, including bridging reference. They annotated
all noun phrase pairs whose relation type can be
expressed by an English preposition. Their corpus
comprises 5.5k documents covering over 1 million
noun phrase relations. However, they do not deal
with the strength of the relations. In addition, their
annotation method relies heavily on English prepo-
sitions and does not apply to languages that do not
have prepositions, such as Japanese (Masuoka and
Takubo, 1992).

2.2 Japanese Corpora

There are two large corpora with bridging refer-
ence annotations in Japanese, KWDLC (Hangyo
et al., 2012) and Kyoto Corpus (Kurohashi and
Nagao, 2003; Kawahara et al., 2002). KWDLC
consists of 5,124 documents containing 16,038 sen-
tences annotated with various linguistic informa-
tion, including bridging reference relations. Each

3This is the result in the setting of gold anaphors are given.
The score would be even lower when anaphor detection is also
performed.

4This is calculated for anaphors that at least half of the
workers considered to be bridging.
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label example

essential
Amerika no shuto
the capital of the US

ambiguous
watashi no megane
glasses of mine

optional
50 sento no ame
A 50 cent candy

Table 1: Labels of bridging reference relations defined
in KWDLC (Hangyo et al., 2012).

document in KWDLC consists of the leading three
sentences of web pages. Kyoto Corpus is also a
corpus with various linguistic annotation but origi-
nated from newspaper articles. Kyoto Corpus has
the same types of annotations as KWDLC, and
bridging reference relations are annotated to 1,909
documents containing 15,872 sentences. This work
focuses on KWDLC because of the diversity of
texts it contains.

Both KWDLC and Kyoto Corpus have three
types of labels for bridging reference relations: es-
sential, ambiguous, and optional. These labels dis-
tinguish the strength of bridging reference relations
(i.e., essentiality). Table 1 shows some examples.
In the top example, the anaphor “the capital” is se-
mantically insufficient by itself, and the antecedent
“the US” makes up the insufficiency, which means
“the US” has an essential relation for “the capital.”
Optional indicates the anaphor is already semanti-
cally sufficient by itself, or even if it is semantically
insufficient, the antecedent does not make up the
insufficiency. In the bottom example, “candy” is
already semantically sufficient and the price is sup-
plementary information. These two examples are
typical, and there are many examples where it is
hard to distinguish between essential and optional,
and they are labeled as ambiguous.

3 Data Construction with Crowdsourcing

In Japanese, a noun pair which has a bridging
reference relation can typically be connected by
a genitive case “no.”5 In other words, when an
anaphor noun B has a bridging reference relation
with an antecedent noun A, “A no B” is a semanti-
cally valid noun phrase.

Although it is difficult for non-experts to judge
whether two nouns have a bridging reference rela-

5“no” roughly corresponds to “of” in English, but has a
broader usage than “of.”

tion, they can judge whether “A no B” is a valid
noun phrase. We showed crowd workers a text
in which one word (i.e., noun B) was underlined.
We asked them to select all words (i.e., noun A)
where “A no B” is semantically valid, based on the
contexts.

The noun As selected by the workers have con-
tinuous latent values of essentiality for the noun
B. In order to obtain the continuous essentiality
values, we adopt the following strategies: (1) we
asked workers to select the most essential noun for
the noun B; (2) for each sample, we assigned eight
workers to obtain multiple annotations.

We constructed the new corpus based on
KWDLC (Hangyo et al., 2012) (i.e., Expert) in
order to evaluate the quality of crowd workers’ an-
notations. As shown in Table 2, we collected crowd
workers’ annotations (i.e., Crowd) for a subset of
Expert, which correspond to approximately 77%
of Expert.

We plan to make the annotations publicly avail-
able in the future. Workers agreed that the annota-
tions will be used for academic research purposes
in a non-personally identifiable manner.

3.1 Filtering Nouns to Annotate
In crowdsourcing, reducing the burden on work-

ers leads to improved data quality. A possible bur-
den in this task is the number of candidate noun
pairs. Expert has an approximately 250 noun pairs
per document, while only a few of them have bridg-
ing reference relations. So we used the following
conditions to reduce the number of candidates of
noun B and noun A.

The conditions of selecting noun B
• noun B is not a nominal predicate

• noun B is the tail noun if noun B is a part of a
noun phrase

• noun B is not a numeral

The condition of selecting noun A
• noun A appears in the same or preceding sen-

tence as noun B

Applying the above conditions reduced the number
of candidate noun pairs by about 56%. Meanwhile,
only 28% of the noun pairs in Expert with the
relations of essential, ambiguous, or optional were
excluded.

The conditions require linguistic features for
each noun. We used the Japanese morphological
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Figure 1: A sample question in our crowdsourcing interface. The upper one is from the original interface, and the
lower one is the English translation. Workers select noun As from framed words so that the noun As have a relation
of “A no B” (“B of A” in English) for the noun B (red underlined word). Workers can select noun As easily by
clicking the framed words.

corpus train dev test

Expert 3,912 512 700
Crowd 2,721 512 700

Table 2: The number of documents contained in each
corpus. Expert provides an official split and we split
Crowd following Expert.

analyzer Juman++ (Morita et al., 2015; Tolmachev
et al., 2018) and the Japanese syntactic analyzer
KNP (Kurohashi and Nagao, 1994) to obtain the
features. Juman++ performs morphological seg-
mentation and assigns linguistic features such as
parts of speech to morphemes. Based on the fea-
tures from Juman++, KNP identifies noun phrases
and assigns linguistic features to them.

3.2 Special Targets
Following the setting in Expert corpus (Hangyo

et al., 2012), we introduce five special targets.
Workers can select the special targets in addition
to the nouns in a text. The first is the [NULL],
which is selected when none of the nouns in a text
is related to the noun B. Introducing the [NULL]
target enables us to require workers to answer all
questions, which is expected to prevent workers
from skipping questions.

The others are used for collecting annotations
for exophora. Exophora is a reference to entities
that do not appear in the text. In Japanese, ex-
ophora occurs 13% of all the bridging references.
As exophora has no definite textual antecedents,
we introduce the following four typical types of
exophora.

• [Writer]:
The one who wrote the text

• [Reader]:
Someone who would read the text

• [Other:Person]:
Someone except for the above

• [Other:Object]:
Some entity external to text

Hereafter, we refer to the reference targets, includ-
ing these special targets, as noun As.

3.3 Crowdsourcing Interface
An annotation interface also plays an essen-

tial role in reducing the burden on crowd work-
ers. However, existing crowdsourcing platforms
of Japanese6 do not provide an interface flexible
enough to conduct this task. Therefore, we devel-
oped our own interface and directed workers to the
interface from the existing platform.

Figure 1 shows one question sample of our in-
terface. In this sample, the underlined red word
corresponds to noun B, and the words with blue
frames correspond to noun A candidates. For the
given noun B, workers click to select noun As from
the framed words. By clicking on one of the se-
lected words twice, the workers can select it as the
most essential noun. If they select [NULL], they
can select none of the other words, and there is no
need to select the most essential noun.

In addition to the question part, our interface
consists of task instructions and practice questions.
Workers first read the task instructions, solve the
practice questions, and then start annotation. Ap-
pendix A.2 shows the interface of the task instruc-
tions and the practice questions.

6https://crowdsourcing.yahoo.co.jp/
https://crowdworks.jp/
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Multi Single
Multi-Prec. Multi-Rec. Multi-F1 mAP Single-Prec. Single-Rec. Single-F1 Acc.

Endophora 38.4 40.1 39.2 30.0 29.9 71.6 42.2 58.4
Exophora 12.2 20.7 15.4 7.3 6.7 48.9 11.8 52.9

Table 3: The evaluation result of Crowd, considering Expert as the gold. Endophora is a reference to words that
appears in the text. Exophora is a reference to entities that do not appear in the text.

3.4 Cost of the Data Construction

We used Yahoo! Crowdsourcing7 as our crowd-
sourcing platform. It charges 17.7 yen per task, in-
cluding the commission fee. Overall, the cost of the
data construction was approximately 580,000 yen
for 31,200 tasks. In contrast, the cost of construct-
ing Expert was over 6,000,000 yen. Although the
cost is not directly comparable because Expert has
other types of linguistic annotations besides bridg-
ing reference relations, the cost for Crowd would
be less than half of that for Expert.

4 Corpus Evaluation

In order to verify the quality of the constructed
corpus (i.e., Crowd), we compared it with the cor-
pus with expert annotations (i.e., Expert). For
the quantitative evaluation, we define essentiality
score for a noun A in Crowd as follows.

{
n(A)× 2 if noun A is [NULL],
n(A) +N(A) otherwise,

(1)

where n(A) denotes the number of workers who
selected noun A, and N(A) denotes the number of
workers who selected noun A as the most essential
noun. In this work, since eight workers annotated
each noun pair, essentiality score takes values from
0 to 16. Since workers cannot select [NULL] as
the most essential noun, we double n([NULL])
for normalization.

4.1 Evaluation Metrics

We want to evaluate whether essentiality score
reflects the essentiality for the noun B. To evaluate
Crowd in this criteria, we assumed Expert as the
ground truth and calculated Multi-F1, Single-F1,
mean average precision (mAP), and accuracy.

Multi-F1 is an F measure to evaluate how well
all the noun As with bridging reference relations
are selected. Multi-F1 measures the ability of a
model to find noun As with less essential relations

7https://crowdsourcing.yahoo.co.jp/

as well as the most essential relation. We defined a
threshold and selected noun As that many workers
selected. And then, we calculated precision and
recall for the selected noun As, regarding noun As
annotated as essential or ambiguous in Expert as
positive. Multi-F1 is the harmonic mean of the
precision and recall. We varied the threshold from
0 to 16 and picked the one with the highest Multi-
F1 value. The threshold obtained was 7.

Single-F1 is an F measure to evaluate how well
the most essential noun A is selected. In Single-F1,
we consider one noun A for each noun B. For noun
As in Crowd, we select the one with the highest
essentiality score. For noun As in Expert, we select
the one annotated as essential.8 If none of the
nouns are annotated as essential, we select the one
annotated as ambiguous. In Single-F1, we ignored
[NULL], that is, we did not count [NULL] as a
true positive or false positive.

Mean average precision (mAP) is the mean of
average precision (AP) over all noun Bs. AP is the
average of precision at each recall value varying the
threshold. The precision and the recall are defined
in the same way as Multi-F1, but without a need to
set a threshold. Accuracy is calculated, including
[NULL].

4.2 Evaluation Results

First, we evaluate Crowd in comparison to Ex-
pert. Table 3 shows the scores of each evaluation
metric. In general, recall tends to be higher than
precision, demonstrating that our method enabled
us to collect a broader range of examples than the
experts’ annotation.

However, the precision, especially the Single-
Precision of exophora, was considerably low.
This result is partly due to the nature of
[Other:Person] and [Other:Object].
Since, in most cases, an entity is owned by someone
or is part of something, we can say that the entity
has a bridging relation with [Other:Person]

8When multiple nouns are annotated as essential, we pri-
oritize the one that most crowd workers selected.

78



Figure 2: An example of collected annotations in
Japanese (upper) and its English translation (lower).
The numbers in parentheses and the color intensity indi-
cates essentiality score.

Figure 3: The distribution of essentiality score in
Crowd.

or [Other:Object]. Although experts did
not annotate such general modifiers because they
are too obvious, many crowd workers did. In
the example in Figure 2, many workers selected
[Other:Object] because “chairs” are consid-
ered to be chairs of some facility, while experts
annotated nothing.

Next, we evaluate Crowd itself. For each noun
pair, we can formulate this task as a three-class
classification: select, select as the most essential
noun, and do not select. This formulation enables
us to calculate Krippendorff’s alpha (Krippendorff,
2018) to measure the inter-worker agreement. We
found it to be about 0.28. For a more intuitive agree-
ment measure, 57% of all workers selected noun A
with the highest number of votes, and 52% selected
such noun A as the most essential noun. Although
this value is relatively low for an inter-annotator
agreement, this is a minor problem because our
purpose is to obtain diverse annotations for this
inherently subjective task.

We can see the diversity of annotations in Fig-
ure 3. It shows the distribution of essentiality score

Figure 4: An example of collected annotations. The
format is the same as Figure 2.

for noun As except for [NULL]. Noun As whose
essentiality score is 0 are excluded because they
are too frequent (449k). The figure shows high
frequency of noun As with low essentiality score.
This means that the continuous nature of essential-
ity is reflected as the diversity of essentiality score
in Crowd. We can also see the characteristic that
even essentiality score is more frequent than odd
one. This is because many workers selected only
one noun A. When a worker selects only one noun
A, it is necessarily the most essential noun, and the
essentiality score increases by 2.

Figure 4 shows another collected example. The
selected noun As, Reader, Other (Person), real
estate, and rental, are all related to the noun B,
income. In addition, the noun A with the highest
essentiality score is rental, which is considered to
be the most essential information for income. This
example shows that in our corpus, the essentiality
of nouns is represented as the number of crowd
workers’ votes.

5 Evaluation with Bridging Reference
Resolution

In this section, we examine the effectiveness of
Crowd for improving bridging reference resolution
performance through evaluation experiments. In
the experiments, we use three kinds of corpora,
Expert, Crowd, and the combination of Expert
and Crowd, as the training data. We compare the
performance of the models trained on each corpus.

5.1 Task Definition
In Japanese, the formulation of bridging refer-

ence resolution is different from the one in English.
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Figure 5: An overview of our model. For an input sequence of length N , the model outputs N ×N values. Note
that five special targets, [Writer], [Reader], [Other:Person], [Other:Object], and [NULL], are
appended to the input text.

Figure 6: A simplified illustration of how we select
noun As and noun Bs. Each cell denotes a word. The
cells colored with light red and bordered with light blue
are selected as noun Bs and noun As, respectively.

In English, the task is formulated as a span pre-
diction problem, similar to coreference resolution.
In Japanese, on the other hand, it is formulated
as a word prediction problem. Therefore, we can
solve the task by performing binary classification
for each noun pair in a text. Figure 6 shows an
illustration of how we select target nouns.

Bridging reference resolution consists of two sub
tasks: bridging anaphor recognition and antecedent
selection. Many studies refer to bridging refer-
ence resolution (or bridging anaphora resolution)
as a task of antecedent selection, that is, the gold
anaphors are given (Kobayashi and Ng, 2020; Hou,
2020, 2018). In this work, we tackle full bridging
resolution, in which we perform bridging anaphor
recognition as well as antecedent selection.9 In-
stead of performing bridging anaphor recognition,
we use [NULL] as a special antecedent and per-

9Because we limit anaphors and antecedents by the rule
described in section 3.1, our task is a little easier than full
bridging resolution.

label value

essential 1.0
ambiguous 0.5
optional 0.25

Table 4: The label conversion table in Expert.

form antecedent selection for all noun Bs. Refer-
ence to [NULL] means that the noun B is not an
anaphor, similar to the data construction stage.

Furthermore, we also consider bridging ex-
ophora resolution. In a similar manner to full
bridging resolution described above, we use ad-
ditional special targets, [Writer], [Reader],
[Other:Person], [Other:Object], and
[NULL].

5.2 Label Conversion
For the comparison between Crowd and Expert,

we need to treat both corpora in a common frame-
work. For this purpose, we convert the relation
between each noun in both corpora into a value
between 0 and 1, called normalized essentiality
score. For Crowd, we just normalize essential-
ity score by dividing it by its maximum value, 16.
For Expert, since the relation is defined as a label
rather than a value, we define the label to value
mapping heuristically as shown in Table 4.

5.3 Resolution Method
We train a model that outputs normalized essen-

tiality scores for each token pair as shown in Fig-
ure 5. s(ta, tb), the normalized essentiality score
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Evaluated on Crowd
Training Corpus Multi-F1 (Prec. / Rec.) Single-F1 (Prec. / Rec.) mAP Spearman

Expert 34.2 ± 7.0 (30.4 / 39.2) 30.3 ± 1.3 (63.2 / 19.9) 24.9 ± 5.1 36.5 ± 1.6
Crowd 57.6 ± 1.3 (58.7 / 56.5) 61.5 ± 1.0 (62.3 / 60.8) 60.8 ± 1.0 53.3 ± 0.4
Crowd+Expert (MR) 38.7 ± 4.3 (36.8 / 41.5) 42.8 ± 0.7 (74.7 / 30.0) 34.8 ± 5.2 46.9 ± 4.4
Crowd+Expert (MSE) 42.1 ± 3.9 (40.7 / 44.1) 37.8 ± 0.9 (69.5 / 26.0) 41.7 ± 1.7 49.2 ± 0.6

Table 5: Results of bridging reference resolution evaluated on Crowd corpora (%). The scores are the mean and
95% confidence interval over three training runs with different random seeds. MR and MSE represent the model is
trained using MR loss and MSE loss, respectively.

Evaluated on Expert
Training Corpus Multi-F1 (Prec. / Rec.) Single-F1 (Prec. / Rec.) mAP Spearman

Expert 47.7 ± 1.1 (50.6 / 45.3) 63.6 ± 1.4 (66.7 / 60.8) 43.2 ± 2.3 43.7 ± 0.3
Crowd 32.7 ± 0.7 (33.0 / 32.3) 35.4 ± 1.2 (24.6 / 63.3) 27.3 ± 0.1 36.8 ± 0.5
Crowd+Expert (MR) 48.3 ± 2.5 (52.1 / 45.0) 62.8 ± 0.5 (59.8 / 66.1) 45.4 ± 3.1 42.4 ± 0.9
Crowd+Expert (MSE) 53.0 ± 1.8 (57.5 / 49.3) 64.5 ± 1.8 (63.6 / 65.5) 52.2 ± 2.0 43.8 ± 0.3

Table 6: Results of bridging reference resolution evaluated on Expert corpora (%). The representations are the
same as in Table 5.

of token ta for token tb, is calculated as follows:

s(tb, ta) = vT tanh(W1tb +W2ta), (2)

where W1 and W2 denote weight matrices. v is
a weight vector. tb and ta denote hidden vectors
of the encoder’s final layer corresponding to the
tokens tb and ta. The encoder was RoBERTa (Liu
et al., 2019) model that has been pre-trained with
Japanese web texts.10

In addition to a tokenized text, the encoder’s in-
put sequence contains special tokens at the end
of the sequence, similar to Ueda et al. (2020).
The special tokens are [Reader], [Writer],
[Other:Person], [Other:Object], and
[NULL].

5.4 Training Objective
When training on Crowd, we employed mean

squared error loss (MSE loss) as the loss function.
As shown in the following equation, for each tb and
ta, MSE loss optimizes the system output s(tb, ta)
to be close to the normalized essentiality score
e(tb, ta).

LMSE =
1

Z

∑

a,b

(
s(tb, ta)− e(tb, ta)

)2
, (3)

where tb and ta are tokens in a input sequence.
s(tb, ta) and e(tb, ta) are the system output and

10https://huggingface.co/nlp-waseda/
roberta-base-japanese

normalized essentiality score, respectively. Z is
the normalization term.

When training on Expert, we employed mar-
gin ranking loss (MR loss) because we expected
that using ranking-based loss mitigates the bias of
arbitrarily defined values in the label conversion
stage.11 MR loss is calculated as follows:

LMR =
1

Z

∑

a,b,c<a

max(0, dabc),

dabc = sign(∆eabc) · (−∆sabc +∆eabc),

∆sabc = s(tb, ta)− s(tb, tc),

∆eabc = e(tb, ta)− e(tb, tc).

MR loss optimizes the difference of the system out-
puts and normalized essentiality scores (∆s and
∆e, respectively) rather than the values themselves.
This way of optimization avoids forcing the model
to output arbitrarily defined discrete values. See
Appendix A.1 for more details on the implementa-
tion.

5.5 Experimental Results
Table 5,6 shows the results of the experiments

when Crowd, Expert, and both are used for the
training. For the evaluation metrics, in addition to
Multi-F1, Single-F1, and mAP described in sec-
tion 4, we used Spearman’s rank correlation co-
efficient to measure the ranking-based agreement.

11Using MR loss showed better performances than using
MSE loss in our preliminary experiments.

81



For Multi-F1, Single-F1, and mAP, we ignored
[NULL]. Table 5 shows adding Crowd to the train-
ing data improved the performance by 8–15 points
in all the evaluation metrics. Furthermore, when
training with only Crowd, the performance was
even higher. It makes sense that the model shows
the higher performance when the evaluation set’s
data distribution matches the training set’s distribu-
tion.

Moreover, we also confirmed the effectiveness
of Crowd when evaluated on Expert (Table 6). Al-
though training with only Crowd did not improve
the performance, training with both Crowd and
Expert improved the performance compared to
only using Expert. Especially, the performance of
Multi-F1 and mAP improved by 5.3 and 9.0 points,
respectively.

The performance improvements in Multi-F1 are
due to the high coverage of the relations annotated
in Crowd. This high coverage is an advantage
of crowdsourcing, which enables us to obtain di-
verse annotations by many people at a reasonable
cost. The performance improvements in mAP and
Spearman’s rank correlation coefficient are due to
annotations in Crowd, in which the continuous
nature of essentiality are represented precisely.

6 Conclusion

In the existing datasets of bridging reference res-
olution, the strength of relations between nouns
was unnaturally represented by coarse-grained la-
bels despite the continuous distribution of the
strength. We focused on this gap and proposed
a crowdsourcing-based annotation method to con-
struct a dataset with more continuous annotations.
We have developed a general-purpose interface for
the data collection with crowdsourcing. This in-
terface can be applied to crowdsourcing not only
for bridging reference resolution but also for any
relational analysis tasks.

By training with our newly constructed dataset,
we improved the performance of bridging refer-
ence resolution on a Japanese standard benchmark
dataset. Moreover, the performance improvement
was over 16 points, evaluated on the constructed
dataset.
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A Appendix

A.1 Implementation Details

Table 7–10 show the hyperparameters used in
our experiments. We tuned training epochs, learn-
ing rate, and scheduler warmup steps based on the
mAP score on the validation set. Learning rate was
selected from {0.00001, 0.00005, 0.0001, 0.0002}
in all the experiments. Training epochs was se-
lected from {12, 16, 20, 24} when training on Ex-
pert, {16, 20, 24, 28} when training on Crowd,
and {12, 16, 20} when training on the combination
of Expert and Crowd. Scheduler warmup steps
was selected from {160, 200, 240, 280} when train-
ing on Expert, {100, 140, 180, 220} when training
on Crowd, and {200, 240, 280, 320} when train-
ing on Expert and Crowd. We used Weights and
Biases (Biewald, 2020) for the hyperparameter tun-
ing.

The computation was performed on NVIDIA
TITAN X (Pascal) or NVIDIA GeForce RTX 2080
Ti GPUs. Each training run took about 0.5–2 hours
on two GPUs.

12This scheduler is implemented in Transformers (Wolf
et al., 2019) and we used it.
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Parameter name Parameter value

Optimizer AdamW
Training epochs 20
Learning rate 2× 10−4

Optimizer eps 1× 10−8

Weight decay 0.01
Dropout rate (RoBERTa layer) 0.1
Dropout rate (output layer) 0.0
LR scheduler linear_schedule_with_warmup12

Scheduler warmup steps 160
Batch size 32

Table 7: Hyperparameters used for training on Expert.

Parameter name Parameter value

Optimizer AdamW
Training epochs 28
Learning rate 1× 10−4

Optimizer eps 1× 10−8

Weight decay 0.01
Dropout rate (RoBERTa layer) 0.1
Dropout rate (output layer) 0.0
LR scheduler linear_schedule_with_warmup
Scheduler warmup steps 180
Batch size 32

Table 8: Hyperparameters used for training on Crowd.

Parameter name Parameter value

Optimizer AdamW
Training epochs 16
Learning rate 1× 10−4

Optimizer eps 1× 10−8

Weight decay 0.01
Dropout rate (RoBERTa layer) 0.1
Dropout rate (output layer) 0.0
LR scheduler linear_schedule_with_warmup
Scheduler warmup steps 240
Batch size 32

Table 9: Hyperparameters used for training on the combination of Expert and Crowd with margin ranking loss.

Parameter name Parameter value

Optimizer AdamW
Training epochs 20
Learning rate 5× 10−5

Optimizer eps 1× 10−8

Weight decay 0.01
Dropout rate (RoBERTa layer) 0.1
Dropout rate (output layer) 0.0
LR scheduler linear_schedule_with_warmup
Scheduler warmup steps 280
Batch size 32

Table 10: Hyperparameters used for training on the combination of Expert and Crowd with mean squared error
loss.

84



A.2 Crowdsourcing Instructions and Practice
Questions

Figure 7,8 show the task instructions, and Fig-
ure 9 shows the practice questions. After reading
the task instructions, workers need to answer the
practice questions which they can answer as many
times as they want until they answer correctly.
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タスク説明

概要
下線を引いた赤字の単語 △△ について、 文章中の枠線で囲まれた単語 〇〇 の中から「〇〇の△△」という関係が成り立つ単語を全て選ん
でください。
例えば次の文では、「太郎の先生」「英語の先生」という関係が成り立つので、「太郎」「英語」を選択します。

ここで、単語 〇〇 は単語 △△ から簡単に連想できる単語としてください。 具体的には、まず単語 △△ から「〇〇の△△」と連想できる単
語を考えてください。

そして、選択肢の中に連想した単語（もしくは同じような単語）があればそれを選択します。 さらに、単語 △△ にとって最も重要、あるい
は必須と考えられる単語も同時に選んでください。
上記の例では、何の教科の先生なのかが重要かつ必須的な情報なので、「英語」をもう1度クリックして選択します。 選ぶのが難しい場合
は、一番最初に連想した単語を選んでも構いません。

単語 △△ からの連想の他の例を示します。

問題は練習問題3問を含む全13問です。 全ての問題に回答し、「送信」ボタンを押すとタスク終了です。

注意点
「〇〇の△△」が意味的に正しくなるような単語のみを選んでください。
次の例では、下線部の「先生」は「太郎」が教わっている先生ではないため、「太郎の先生」は意味的に正しくありません。 したがっ
て、この文では「太郎」は選択しません。

連想した単語が原文に存在しない問題も多くあります。
その単語が「私」など、原文の書き手であれば 【書き手】 を、 反対に「あなた」など、原文の読み手であれば 【読み手】 を選んで

ください。 どちらにも当てはまらない場合は、連想した単語が人か物かによって 【その他（人）】 または 【その他（物）】 を選ん
でください。

以下のように単語 〇〇 が連想しにくい名詞も多くあります。 この場合は 【該当なし】 を選んでください。

その他、選択が難しい場合も 【該当なし】 を選んでください。

問題文はウェブサイトの文章を切り取ったものです。 文脈が不足している場合は、適宜話題を推測しつつお答えください。

昨日 、 太郎 は 英語 の 先生 に質問した。 ⇒ 昨日 、 太郎 は 英語 の 先生 に質問した。

先生 ⇒ 教科(数学、英語...)　生徒(〇〇君、□□さん...)　場所(小学校、教習所...)

昨日 、 太郎 は 英語 の 先生 に質問した。 ⇒ 昨日 、 太郎 は 英語 の 先生 に質問した。

屋根 ⇒ 建物(民家、ガレージ...)

社員 ⇒ 会社(〇〇グループ、株式会社□□...)

記録 ⇒ 種目(マラソン、水泳...)　出来事(戦争、災害...)　保持者(高橋尚子、北島康介...)

太郎 は 英語 の 先生 になるのが夢だ。 ⇒ 太郎 は 英語 の 先生 になるのが夢だ。

【書き手】

今日 は 先日 生まれた 息子 を紹介したいと思います。
⇒

【書き手】

今日 は 先日 生まれた 息子 を紹介したいと思います。

【その他（物）】

階段 を登って 街並み を 屋根 から見渡した。
⇒

【その他（物）】

階段 を登って 街並み を 屋根 から見渡した。

ピアニスト ⇒ ？

政治家 ⇒ ？

東京タワー ⇒ ？

太郎 ⇒ ？

Figure 7: A screen capture of the instruction page of our crowdsourcing task (1/2).
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Figure 8: A screen capture of the instruction page of our crowdsourcing task (2/2).

Figure 9: A screen capture of the practice questions page of our crowdsourcing task.
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Abstract

In this paper we present baseline results for
Event Coreference Resolution (ECR) in Dutch
using gold-standard (i.e non-predicted) event
mentions. A newly developed benchmark
dataset allows us to properly investigate the pos-
sibility of creating ECR systems for both within
and cross-document coreference. We give an
overview of the state of the art for ECR in other
languages, as well as a detailed overview of
existing ECR resources. Afterwards, we pro-
vide a comparative report on our own dataset.
We apply a significant number of approaches
that have been shown to attain good results for
English ECR including feature-based models,
monolingual transformer language models and
multilingual language models. The best results
were obtained using the monolingual BERTje
model. Finally, results for all models are thor-
oughly analysed and visualised, as to provide
insight into the inner workings of ECR and
long-distance semantic NLP tasks in general.

1 Introduction

With the focus of Natural Language Processing
(NLP) applications shifting more towards large-
scale discourse-oriented tasks, there is a growing
need for systems that can model language not only
at the word level, but which can also capture long-
distance semantic dependencies. Event corefer-
ence resolution (ECR) has been one of the domains
within NLP that has been at the forefront of this
transition. The ambition in ECR is to determine
whether or not two textual events refer to the same
real-life or fictional event. For this to be true, two
candidate event mentions should have the same
event trigger, which denotes the action performed,
and non-contradicting event arguments, which in-
clude spatio-temporal information and possible par-
ticipants to the event. Consider the examples below
that were taken from two different Dutch (Flemish)
newspaper articles:

1. Frankrijk Verslaat België in de halve finales
van de FIFA wereldbeker voetbal EN: France
beats Belgium in the semi-final of the FIFA
world cup.

2. België verliest halve finale EN: Belgium loses
semi-final.

For a human reader, it is perfectly obvious that
these two events refer to the same real-world oc-
currence, even though the event pair has different
triggers and the second event mention has no addi-
tional argument information. For algorithms, how-
ever, this is no trivial task because event mentions
are often spread throughout a text, which requires
insight into the general discourse structure rather
than the local context alone. In addition to this, it is
also paramount that coreference can be performed
not only at a within-document level, but also across
different documents, dramatically increasing the
search space of potential event antecedents. In the
latter case, the task is possibly further complicated
by the fact that the context, target audience and
register can inevitably vary between documents.
Other than the inherent complexity of creating a
(language) model that can accurately resolve long-
distance semantic dependencies, ECR research is
hindered by the lack of available resources, espe-
cially for traditionally lower-resourced languages.
In addition to this, data is generally sparse and
creating new fully-annotated resources takes con-
siderable time and effort. Despite the challenges,
it is important to thoroughly investigate the poten-
tial of event coreference resolution because it is a
key component of many practical applications such
as content-based news recommendation, question
answering and contradiction detection. Moreover,
researching the links between individual entities
and events in texts is paramount to a good under-
standing of natural language in general.

In this paper, we present baseline results for the
task of event coreference resolution on the first
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large-scale Dutch cross-document ECR corpus us-
ing gold-standard event mentions. This new re-
source allows us to investigate the possibility of per-
forming ECR on languages other than English and
to potentially create an effective end-to-end event
coreference resolution system for Dutch in the fu-
ture. As previous research has exclusively focused
on English, Chinese and Spanish, we aim to adapt
existing methodologies for those languages and ap-
ply them to this Dutch dataset. We hope that this
paper, combined with the first large-scale Dutch
corpus can be an incentive for future research
into event coreference resolution and discourse-
oriented tasks for both Dutch and lower-resourced
languages in general.

2 Related work

2.1 Resources

Existing annotated datasets for event coreference
resolution are scarce even for languages that are
generally well-resourced. In this section, we
briefly discuss the most widely used corpora for
event coreference resolution, detailing strengths
and weaknesses for each of them.

Among the most popular of event coreference
corpora is the EventCorefBank+ (ECB+) dataset
(Cybulska and Vossen, 2014b) which is itself an
extension of the earlier EventCorefBank (ECB)
(Bejan and Harabagiu, 2010) corpus. ECB+ in-
cludes both within and cross-document event coref-
erence annotations, as well as extensive annotation
of event arguments and linguistic properties. In
addition to this, this dataset contains events belong-
ing to a variety of topics, such as financial news,
geopolitical events and local news stories, making
it particularly fit for simulation of real-word practi-
cal scenarios. Another large-scale resource which
is often used as a benchmark dataset for ECR is the
OntoNotes corpus (Pradhan et al., 2007). In this
corpus both entity and event coreference has been
annotated in a within-document fashion. However,
a notable caveat for this corpus is that no distinction
has been made between entities and events in the
annotation. Another group of datasets often used to
train and evaluate ECR systems are the TAC KBP
corpora (Mitamura et al., 2015). This resource
is strictly limited to within-document coreference
and events are only annotated when belonging to
a more strict event typology. In addition to its
English component, the corpus includes a more
limited set of Chinese and Spanish documents for

event coreference resolution. The last large-scale
cross-document corpus for English that should be
mentioned is the more recently created WEC-Eng
dataset (Eirew et al., 2021), which adopts a novel
method of leveraging data where both event men-
tions and coreference links between events are not
restricted to pre-defined topics. A final ECR cor-
pus that should be mentioned is the Newsreader
Meantime dataset (Minard et al., 2016). While
this corpus is very limited in size, it has extensive
event annotations and includes both within and
cross-document coreference. Moreover, it includes
documents in English, Italian, Dutch and Spanish.
However, the articles in Dutch, Spanish and Italian
were machine-translated from the original English
news articles which is arguably a non-optimal way
of collecting data. Table 1 presents an overview of
the relative size and most important characteristics
of the aforementioned corpora.

Corpus #Documents Coref Languages
OntoNotes 600 CD EN
TAC KBP 1000, 800, 400 WD EN, SP, CH
ECB 480 CD EN
ECB+ 982 CD EN
Newsreader Meantime 120 CD EN, DU, IT, SP

Table 1: Overview of the most popular corpora an-
notated with event coreference, both within-document
(WD) and cross-document (CD).

2.2 Methodology
Following standards set by research in entity
coreference resolution (Rahman and Ng, 2009),
event coreference resolvers often take the form of
mention-pair models. The mention-pair approach
reduces the task to a binary decision problem in
which two candidate events are presented to a clas-
sification algorithm. The task is then to determine
whether or not the two candidates refer to the same
event, where the event can be either a fictitious or
real-world event. The classification algorithms se-
lected for mention-pair models are often traditional
feature-based machine-learning approaches such
as support vector machines (Chen and Ng, 2014),
decision trees (Cybulska and Vossen, 2015) and,
more recently, deep neural networks (Nguyen et al.,
2016) and transformer architectures. Note that after
this pairwise task, an additional step is needed to
construct coreference clusters.

A shortcoming of the mention-pair models is
their inability to consider an event coreference
chain consisting of more than two events collec-
tively, as the algorithm boils down to pairwise deci-
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sions and not to a decision based on the document
as a whole. A possible solution to this conundrum
can be found in the mention-ranking models. In
these systems, all possible candidate antecedents
are considered simultaneously and a probability
distribution over the most likely partition within a
given document is generated (Lu and Ng, 2017b).

Note that the algorithms discussed above strictly
require events as input. While this is not an issue
in optimal settings where all gold-standard events
are known to us, it does raise some problems when
trying to apply event coreference resolution in real-
life practical applications on unseen data. In this
case, events first need to be extracted and analyzed
in order to make an accurate prediction regarding
a possible coreferential relation. To this purpose,
recent work in ECR research has primarily focused
on end-to-end systems (Lu and Ng, 2018a). These
systems often include a mention detection com-
ponent, which extracts the events from raw text,
a component that identifies spatio-temporal infor-
mation of the event and finally a component that
identifies coreference relationships between enti-
ties partaking in the event, as logically, knowing
which entities participate in the events is a huge
step towards resolving the coreference of the events
themselves. Until recently, this was primarily done
through pipeline architectures, where one compo-
nent feeds directly into the next one (Choubey and
Huang, 2017). While effective, pipelines are in-
herently prone to error propagation, which com-
plicates matters enormously. In order to circum-
vent this problem, interest in joint-modelling tech-
niques for end-to-end coreference resolution has
been steadily growing (Lu and Ng, 2018a). Joint
models have typically focused on performing joint
inference over the output of the various tasks con-
tained within the pipeline through the use of inte-
ger linear programming (Chen and Ng, 2016) and
Markov Logic Networks (Lu and Ng, 2016), where
manually defined constraints are used in order for
the individual components to improve one another.
Alternatively, joint-learning techniques in which
interactions between upstream tasks are modelled
have also been applied successfully using both tra-
ditional probabilistic methods (Lu and Ng, 2017a)
and deep learning (Lu et al., 2022).

Finally and perhaps most importantly, advance-
ments in transformer-based language architec-
tures (Vaswani et al., 2017) have had a major im-
pact on both entity and event coreference alike.

Transformer-based language embeddings are often
used to extend and improve existing ECR systems
for both within -and cross-document settings (Cat-
tan et al., 2021a). Additionally, span-based mod-
els have been shown to provide massive improve-
ments when integrated in earlier entity pipelines
(Joshi et al., 2020). Similarly, span-based archi-
tectures attain state-of-the-art results on the bench-
mark KBP2017 for event coreference resolution,
both in pipeline (46,2 F1) and in joint settings (48,0
F1) (Lu and Ng, 2021).

3 The ENCORE Corpus

The recently developed ENCORE corpus
(De Langhe et al., 2022) provides us with the
opportunity to lay the groundwork for cross-
document event coreference in Dutch. As far as we
know, the ENCORE corpus is the largest annotated
cross-document event coreference corpus in
existence, not only for the Dutch language, but also
compared to existing English language corpora.

Data for the ENCORE corpus was sourced from
a large collection of unannotated Dutch (Flemish)
news texts (De Clercq, Orphée and De Bruyne,
Luna and Hoste, Veronique, 2020) collected from a
variety of online sources during a one-year period.
As event coreference data is notoriously sparse, ad-
ditional measures were taken in order to maximise
the total number of coreference links i.e events re-
ferring to one another in the corpus. First, named
entities were extracted from each of the documents
in the aforementioned larger collection. Second,
articles containing a given number (>5) of unique
overlapping entities were grouped together in so-
called "event clusters", as it was hypothesized that
news texts containing a high number of overlapping
named entities are much more likely to contain
overlapping events as well. Finally, the resulting
event clusters were (manually) pruned in order to
avoid duplicate and irrelevant news texts. After this
process, the corpus totalled 91 event clusters, each
containing on average 13 - 14 unique documents.

Table 2 provides a side-by-side view of the EN-
CORE corpus and comparable event coreference
corpora. As the ECB+ corpus was considered to
be the largest ECR corpus in existence, the newly
created corpus is larger than the corpora presented
in Table 1, both in terms of actual size (number
of documents) and in terms of the total number of
event clusters.
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Corpus Doc. Topics Events
ECB (ENG) 482 43 1744
ECB+ (ENG) 982 43 14884
MeanTime (DU) 120 4 1510
ENCORE (DU) 1115 91 15407

Table 2: Comparison of various event coreference cor-
pora at the level of the number of annotated documents,
topics and events.

3.1 Event annotation
Annotating event data can be a complicated task
in itself. There exists a multitude of annotation
schemes ranging from concise, in which the main
verb alone is considered to be representative of
the entire event (NIST, 2005), to extensive fine-
grained annotation where participant information,
(extra-) linguistic properties and spatio-temporal
cues of the events are all annotated. Since the ex-
plicit goal of the corpus is to perform event coref-
erence resolution, a rich annotation style was em-
ployed based on the aforementioned ECB+ corpus
(Cybulska and Vossen, 2014a). Concretely, the
ECB+ guidelines specify four types of event ar-
guments: EVENT-PARTICIPANT, EVENT-TIME,
EVENT-LOCATION and EVENT-ACTION that
are (if present) annotated for each event. The ex-
ample below illustrates how an event is typically
annotated in the ENCORE corpus.

3. [[Het vliegtuig van vlucht
MH17]Non−humanParticipant werd [op 17 juli
2014]T ime boven [Oost-Oekraïne]Location

uit de lucht [geschoten]Action door [een
Buk-raket, een wapen van Russische
makelij]Non−humanParticipant]Event EN: The
airplane of flight MH17 was shot down on
July 17th 2014 above eastern Ukraine by a
Russian-made BUK-missile.

3.2 Coreference annotation
Coreference between events was annotated, both
on the within and cross-document level. Events
were considered to be coreferent when three crite-
ria were fulfilled: events should occur at the same
time (i), in the same place (ii) and the same par-
ticipants should be involved (iii). Note that the
cross-document annotation of event coreference
was limited to documents within one event clus-
ter, as manual coreference annotation over the en-
tire corpus would be an almost insurmountable
task. Subtypes of coreference were also annotated

for events. A distinction was made here between
identity relations and part-whole relations. Tra-
ditionally, studies in event coreference resolution
have exclusively focused on the identity relation
between events, even though a solid case can be
made that other relationships exist between textual
events. For instance, one can argue that, given
the proper context, an event such as the opening
speech is a part of the Oscars ceremony, a nuance
that is currently overlooked in, to the best of our
knowledge, virtually all ECR research.

4 Experimental Setup

We present baseline results using gold event men-
tions on the Dutch ENCORE corpus. The goal is
to correctly reconstruct coreference chains for the
events in the documents based on the gold mentions
and any spatio-temporal, participant and (meta)
linguistic information that was annotated. We re-
port experimental results for both a within and a
cross-document coreference resolution task using
a variety of algorithms that have shown to perform
well throughout the years. The algorithms used
for this set of baseline experiments includes both
traditional feature-based mention-pair and mention-
ranking systems, as well as newer monolingual and
multilingual transformer models.

4.1 Feature-based approaches

As there is no earlier work regarding Dutch event
coreference resolution, we use a combination of
traditional Dutch entity coreference features as well
as a set of well-performing language-independent
features that have been used previously for English
and Chinese ECR. For both the mention-pair and
mention-ranking approach, features are identical
and have been generated for each possible pair of
events.

Lexical-semantic features mostly compare
events based on outward similarity. Both string-
matching and string-similarity features are known
to be important for event coreference resolution, de-
spite their apparent simplicity (Lu and Ng, 2018b).
Among the lexical features we apply the exact
string match of both event action and span for
each pair, as well as POS matching of the event
actions. In addition, we add a hoist of string simi-
larity features for both spans and actions in event
pairs including Levenshtein distance, Dice coeffi-
cient, Jaro-Winkler coefficient and cosine distance
based on FastText embeddings (Bojanowski et al.,
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2017). Finally, synonym-hypernym relations of the
event actions are also extracted.

Discourse features are another category of regu-
larly used characteristics for event coreference res-
olution. These features include sentence distance
between two events, event distance and encoded
token distance. In addition, we include matching
of (meta) linguistic event aspects that have been
specifically annotated in the corpus such as the
events’ prominence, realis and sentiment.

Logical and constraining features are entirely
reliant on successful completion of upstream tasks
in the ECR pipeline. Among others, possible con-
flict of event times and locations are modelled
through these features, as well as the possible coref-
erence between event participants. Finally, follow-
ing earlier success with applying distance-based
features for event arguments (Lu and Ng, 2018b),
we also include the use of Dice coefficient and
FastText-based cosine distance between event loca-
tions, times and participant head words.

4.1.1 Feature-based Mention-Pair
We use the popular XGBoost algorithm (Chen et al.,
2015) for the pairwise classification of event pairs
and then reconstruct the event coreference chains
from those pairs using agglomerative clustering.
The model is trained using 10-fold cross-validation
and extensive hyperparameter tuning for both the
within and cross-document setting.

4.1.2 Feature-based Mention-Ranking
We use an adapted implementation of the mention-
ranking algorithm used in Lu and Ng (2017c). The
base algorithm first generates all possible partitions
for the events in a given document. In the partition,
each event slot can either be the start of a new
coreference chain, or can designate the possible
anaphora of said event. Concretely, this means
that a document with three events (event 1, event
2, event 3) has 6 possible partitions, as shown in
Figure 1. In this setting, each event can either be the
start of a new coreference chain (i.e NEW) or refer
to each of its possible antecedents, which would
indicate that these events corefer. Logically, some
partitions will, in practice, result in the same output
coreference chain e.g. [NEW, E1, E1] and [NEW,
E1, E2], where event 1 starts a new coreference
chain and both event 2 and event 3 refer to that
real-life event.

Figure 1: Generated partitions for the mention-ranking
model

The original log-linear model defines a distri-
bution over all possible partition vectors a given
document d, weights w and feature vector f.

p(a|d;w) ∝ exp(
n∑

i=1

w · f(i, ai, d)) (1)

The authors include a task-specific loss func-
tion in their original implementation where the
weighted sum of three different error types is taken
into account.

p(a|d;w)′ ∝ p(a|d;w)l(a,C∗
d) (2)

The augmentation for the task-specific loss func-
tion l(a,C∗

d) includes the number of non-anaphoric
mentions misclassified as anaphoric, anaphoric
mentions misclassified as non-anaphoric and in-
correctly resolved anaphora based on the gold-
standard document partitions C∗

d . Each error type
is individually weighed by a floating point param-
eter, optimized during the training process. For
this set of baseline experiments, we test the system
using both a general and task-specific loss function
and learn the weights that maximise the conditional
likelihood of our training data:

L(Θ) =
t∑

d=1

log
∑

a∈A(C∗
d
)

p(a|d;w)′+λ||Θ||1 (3)

In addition to the two base algorithms described
above, we make a series of modifications, as de-
scribed in the paragraphs below.

For the within-document version, instead of se-
lecting the most likely document partition for each
of the documents, we implement a k-majority vot-
ing system. We found that in many cases some of
the top predicted partitions would result in the cor-
rect output chain. By issuing a hard majority vote
over the top k predictions we can use this to our
advantage and optimally use the probability mass
assigned to the resulting output chain.
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Additionally, we present two versions of the
cross-document algorithm. The original algo-
rithm did not account for the possibility of cross-
document coreference and while one can simply
concatenate all documents in a given event cluster
and generate all cluster partitions similarly to the
document partitions, this does pose some scaling
issues. First, generating the number of total possi-
ble partitions increases almost exponentially when
the number of events within a cluster increases,
potentially causing memory issues. Second, gen-
erating all possible event cluster partitions creates
an artificial sparsity problem since, as stated be-
fore, the number of total partitions is large. Despite
this, the number of correct partitions remains rela-
tively low. While generating all cluster partitions
is still feasible with this dataset, we believe that
this would be a significant problem in end-to-end
settings. We therefore propose an alternative way
of performing cross-document coreference using
pairwise chain classification. We first determine
and extract the coreference chains using the within-
document algorithm, then we generate word2vec
embeddings for each of the event mentions and av-
erage them. Finally, we apply a simple feedforward
neural network to determine pairwise coreference
between chain representations and reconstruct the
final chains using the same clustering algorithm
mentioned in section 4.1.1. For the final evalua-
tion, we present cross-document scores using both
concatenated cluster partitions (MR) and pairwise
document coreference chains (MR Embedding).

4.2 Transformer-based approaches

Fine-tuned transformer language models attain
state-of-the-art performance on a multitude of NLP
tasks and event coreference resolution is no excep-
tion in this regard. The best results are obtained
using span-based transformers such as modified
versions of SpanBERT-base and SpanBERT-large
(Lu and Ng, 2021). It should be noted, however,
that results for ECR are still comparatively low
(SOTA F1 is 58 on KBP2017).

As no span-based models are available for Dutch,
we opt for a series of transformer-based mention-
pair models based on the Dutch language models
BERTje (de Vries et al., 2019) and RobBERT (De-
lobelle et al., 2020). These models are monolingual
Dutch versions of the BERT-base and RoBERTa-
base models respectively. BERTje was pre-trained
on a total of around 2.4B tokens of high-quality

Dutch texts which include the Dutch Sonar-500
(Oostdijk et al., 2013) and TwNC (Ordelman et al.,
2007) corpora, Wikipedia data, historical fiction
and a large collection of Dutch online newspaper
articles collected over a 4 year period. As a sig-
nificant portion of the BERTje pretraining data is
made out of newspaper articles, we believe this
model is particularly fit for event-related tasks on
this dataset. RobBERT on the other hand was pre-
trained on 6.6B tokens of Commoncrawl webdata
(Suárez et al., 2019). However, since the Com-
moncrawl data consists of individual lines and not
every line contains more than one sentence, we an-
ticipate that this model might be less effective on
our dataset.

Finally, we also finetune the monolingual Rob-
BERTje model for this task. The RobBERTje mod-
els include a series of distilled languague models
(Sanh et al., 2019), employing both the aforemen-
tioned BERTje and RobBERT as teacher models.
The distillation model has previously been shown
to outperform the two previous language models
on coreference-based tasks such as die-dat disam-
biguation (Allein et al., 2020) and pronoun predic-
tion (Delobelle et al., 2022). In addition to these
three monolingual models, we finetune the multi-
lingual models XLM-ROBERTa (Lample and Con-
neau, 2019) and multilingual BERT (mBERT) (De-
vlin et al., 2018), as they both contain a substantial
amount of Dutch data and have been shown to be
quite effective at a number of Dutch NLP tasks
(Bouma, 2021).

5 Evaluation

5.1 Evaluation metrics for coreference

Evaluating coreference, much like any cluster-
based task, can be a complex affair. Many different
evaluation metrics have been proposed throughout
the years with some being more robust, while oth-
ers provide counter-intuitive results in certain situa-
tions. Common practice is to evaluate coreference
systems by computing the average F1-score of 3
metrics in particular: MUC (Vilain et al., 1995), B3
(Bagga and Baldwin, 1998) and CEAF (Luo, 2005).
In addition to this, we also report evaluation using
the recently developed LEA metric, a link-based
evaluation method that has shown to often produce
reliable and highly interpretable results (Moosavi
and Strube, 2016). It must be noted that in our
evaluation we exclude any singleton event mention,
i.e. events that are predicted to form a coreference
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CONLL LEA
MP XGBoost 0.36 0.21
MRbase 0.39 0.25
MRtask−specific 0.42 0.26
MR Embeddingbase / /
MR Embeddingtask−specific / /
MP BERTje 0.52 0.33
MP RobBERT 0.49 0.29
MP RobBERTje 0.48 0.29
MP XLM-RoBERTa 0.17 0.11
MP mBERT 0.14 0.08

(a) Results for within-document ECR

CONLL LEA
MP XGBOOST 0.37 0.23
MRbase 0.35 0.22
MRtask−specific 0.38 0.25
MR Embeddingbase 0.36 0.24
MR Embeddingtask−specific 0.40 0.28
MP BERTje 0.59 0.39
MP RobBERT 0.56 0.38
MP RobBERTje 0.54 0.35
MP XLM-RoBERTa 0.23 0.14
MP mBERT 0.19 0.10

(b) Results for cross-document ECR

Table 3: Results of the baseline ECR experiments in the within (a) and cross-document (b) setting for both the
Mention-Pair (MP) and Mention-Ranking (MR) paradigms. Naturally, the Mention-ranking algorithm using chain
embeddings is not applicable to the within-document setting.

chain of size one. While the inclusion of singleton
clusters can be useful for the evaluation of joint
and pipeline systems, it has been shown that sin-
gletons can artificially inflate certain metrics. B3
and CEAF are particularly prone to this, but re-
cent work has revealed that also the LEA metric
can be distorted by it to some extent (Poot and van
Cranenburgh, 2020; Cattan et al., 2021b).

5.2 Results

Tables 3a and 3b show results for the within and
cross-document respectively. These are fully in line
and proportional to similar research for English and
Chinese ECR (Lu and Ng, 2018b). Monolingual
transformer language models such as BERTje (0.59
F1) and RobBERT (0.56 F1) produce by far the best
results, followed by feature-based mention-ranking
(0.40 F1) and mention-pair (0.37 F1) models re-
spectively. Somewhat surprisingly, multilingual
transformer models such as XLM-RoBERTa (0.23
F1) and mBERT (0.19 F1) perform rather poorly,
especially when considering their potential when
it came to other multilingual NLP problems (Li
et al., 2021). Finally, we also notice a slight in-
crease in performance for almost all models when
comparing the within-document trial to the cross-
document setting.

5.3 Analysis and discussion

5.3.1 Feature-based models
Despite the discrepancy in performance between
transformer models and more traditional ap-
proaches, the inclusion of feature-based models
can still be useful going forward, as hybrid mod-

els combining transformer-based embeddings with
traditional features and encoding feature informa-
tion within transformer architectures have shown
to provide promising results for many NLP appli-
cations (van Cranenburgh et al., 2021). In order for
such an approach to be explored in closer detail it
is important to know which features can exactly be
useful.

We explore feature importance for the XGBoost
algorithm by calculating the amount that each fea-
ture improves the overall performance for each de-
cision tree weighted by the number of observations
the feature node is responsible for. The final score
for each individual feature is then determined by
averaging the aforementioned per-tree score over
all trees in the model. For the log-linear mention
ranking algorithm we study which feature coeffi-
cients it employed in order to determine the weight
of each feature in the classification decision. Fig-
ures 2a and 2b report feature importance for the 10
most important features in the used mention-pair
and mention-ranking models, respectively. The
most important features were fairly consistent for
the mention-pair and mention-ranking approaches
respectively. Our observations generally confirm
earlier research in the sense that outward (Dice
coefficient) and lexical similarity (cosine similar-
ity) between the two events are paramount when it
comes to resolving coreference between them. For
the cross-document setting specifically, argument-
constraining features also seem to have an (min-
imal) impact on the task, while discourse-based
features seem to have no real contribution.
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(a) Top 10 features Mention-Pair (b) Top 10 features Mention-Ranking

Figure 2: Feature Importances for the Mention-pair and Mention-ranking algorithms

5.3.2 Transformer-based models

As could be observed in Table 3, BERTje performs
best. This is most likely due to the thematic over-
lap of the training corpus (news) and the ENCORE
dataset, as well as the fact that the data tends to
be less fragmented than RobBERT’s. As stated
before, successful event coreference resolution is
mainly dependent on successfully modelling long-
distance semantic dependencies and RobBERT’s
training data might not be sufficient. Nonethe-
less, both models perform well, especially when
compared to multilingual models XLM-RoBERTa
and mBERT. Intuitively, we assumed the task of
cross-document coreference to be more difficult
than within-document coreference, however, when
looking at the results the opposite seems to be true.
We assume this is because for the cross-document

setting the models had access to significantly in-
creasing training data (1M event pairs compared to
100k for within-document).

Recently, interpretation of transformer-based
models has been a hot topic. Vig (2019) and Vig
and Belinkov (2019) have revealed that insights re-
garding syntactic and semantic relations important
to a given task can be gained from transformer ar-
chitectures by visualizing attention heads. We use
the Bertviz tool (Vig, 2019) to visualize attention
between mention-pairs. We observe that our best
performing model (Cross-document BERTje) can
consistently model action-to-action relationships
for both semantically similar events (figure 3a) and,
to a lesser degree, between semantically more dis-
tant events (Figure 3b). In addition to this, these
aforementioned relationships were absent in the

(a) The [downfall] of Fortis vs. The
[decline] of Fortis

(b) Two executives have to [leave] at
Brussels Airlines vs. [Dismissals] at
the top of Zaventem

(c) The [downfall] of Fortis vs. [Large
cleanup] in Gent city center after
strikes

Figure 3: Visualisation of the CD BERTje attention heads
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same layer and attention head for events that did
corefer (Figure 3c).

6 Conclusion

In this paper, we presented baseline results for
Dutch ECR on the recently developed ENCORE
dataset, which we hope will serve as a benchmark
for future investigations into the possibility of de-
veloping ECR applications for Dutch. We use a
selection of both feature-based and transformer-
based models that have shown to work well for En-
glish ECR and evaluate these for within-document
and cross-document coreference. Our experiments
show that monolingual Dutch language models per-
form best. It should also be noted that multilin-
gual language models perform poorly. This has
implications for future work not only in Dutch, but
possibly for ECR research in other lower-resourced
languages. We also present an analysis of our mod-
els, confirming earlier observations that semantic
similarity features have a large impact on the task
of ECR, while discourse features are less effective.
Additionally, by visualising the attention heads we
reveal that transformer architectures can specifi-
cally model syntactic and semantic relationships
that are important in event coreference. In future
work we will progress to the development of an
end-to-end Dutch ECR system. We will also focus
on systems that can accurately model long-distance
semantic dependencies, both in context of ECR and
language understanding in general.
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Abstract
In this paper, we frame the problem of co-
reference resolution in dialogue as a dynamic
social process in which mentions to people pre-
viously known and newly introduced are mixed
when people know each other well. We restruc-
tured an existing data set for the Friends sitcom
as a coreference task that evolves over time,
where close friends make reference to other
people either part of their common ground (in-
ner circle) or not (outer circle). We expect that
awareness of common ground is key in social
dialogue in order to resolve references to the
inner social circle, whereas local contextual
information plays a more important role for
outer circle mentions. Our analysis of these
references confirms that there are differences in
naming and introducing these people. We also
experimented with the SpanBERT coreference
system with and without fine-tuning to measure
whether preceding discourse contexts matter
for resolving inner and outer circle mentions.
Our results show that more inner circle men-
tions lead to a decrease in model performance,
and that fine-tuning on preceding contexts re-
duces false negatives for both inner and outer
circle mentions but increases the false positives
as well, showing that the models overfit on
these contexts1.

1 Introduction

People that have a long-term relationship develop
an effective way of communication which also tar-
gets the relationship as such. We call such con-
versations "social dialogues" and we expect that
common ground plays an important role and has
an impact in the way reference is made. As two
conversation partners develop a closer bond, they
form conventions in how they refer to individuals
that are often part of their shared experiences, and
these references may become vague and ambigu-
ous to others (Hawkins et al., 2021). How present

1Our code is available at: https://github.com/
cltl/inner-outer-coreference

and important a particular individual is within the
common ground not only influences the ambiguity
of the references used, it also influences how read-
ily they can be introduced into the conversation.
While less popular or newly introduced individuals
(outer circle) need a more elaborate and explicit
reference, well-known individuals (inner circle)
can be referenced with their name or a short and
vague description, which may be difficult to infer
for outsiders. For instance, someone’s grandmother
could be brought up with the reference ‘Nana’. We
would thus expect to see a difference between less
important or unknown individuals on the one hand
and important individuals on the other hand with
respect to their co-reference chains.

When agents become more and more part of
our lives, we can expect that they also build up
long-term relationships with us, just like people
do. An agent that needs to engage in social conver-
sation with a human should therefore be sensitive
to these changes in the way reference is made as
the common ground grows. Some parts of this
common ground, such as observations within the
visual scene, can be established based on the con-
text of the shared environment (Gergle et al., 2013).
However, references to individuals in their shared
experience (i.e. individuals that have been men-
tioned before) belong to the common ground that is
based on the more long-term shared world context
that needs to be retained across interactions, and
which can also change over time.

In this paper, we report on a first analysis of how
inner and outer circle people are referred to in so-
cial dialogues in which common ground plays a
role and we test how sensitive existing co-reference
resolution models are to this. To test this, we use a
data set consisting of episodes of the Friends TV
series that has been annotated with mentions of
individuals (Choi and Chen, 2018). This data set
contains both social dialogue and long-term con-
nections between mentions that go above the level
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of a single document, and therefore it could serve
as a useful simulation of the buildup of common
ground over time.

Our main contributions are: 1) we frame the
problem of resolving co-reference in dialogues as
a dynamic process in which common ground plays
a role, introducing the concepts of inner and outer
circle references, 2) we provide new insight into
the way inner and outer circle references are made
by "friends" with a lot of common ground, 3) we
test the sensitivity of machine learning models to
(long-term) common ground in dialogue, 4) we re-
structure an existing data set of social dialogue in
such a way that the existing temporal and topical
relations between the conversations are maintained,
which can be used for investigating the buildup of
common ground and the development of conven-
tions in referencing.

This paper is structured as follows: in section 2
we discuss related work, and present our motivation
and problem statement. In section 3 we analyze
the data on the difference in mention patterns for
well-known and lesser-known individuals, and we
discuss our approach to testing model performance
with respect to references with common ground,
and in section 4 we present the results of our tests
and perform some error analysis. Finally, in sec-
tion 5 we interpret our results and link them to the
broader question of achieving common ground in
human-agent communication.

2 Related Work

Common ground is what we call the established
shared information that speakers rely on within a
conversation (Stalnaker, 2002). It is essential to
successful communication. Consequently, an agent
that communicates with a human also needs to
establish common ground to overcome mismatched
representations of the world (Chai et al., 2014). In
a process called grounding, this common ground
also needs to be continually updated (Clark and
Brennan, 1991).

Various research has been done on grounding in
human agent-interaction, for instance on grounding
in the visual scene in relation to tasks (Brawer et al.,
2018; Roesler and Nowé, 2019; Shridhar and Hsu,
2018; Chai et al., 2014). Agents which develop
this common ground have been shown to perform
better on well-known tasks and also adapt better
to new tasks (Brawer et al., 2018). However, in
these task-oriented dialogues, the references tend

to be explicit and refer to objects in the shared envi-
ronment. In social dialogues, which are open, not
task-oriented and between people that established
a long social relationship, references become more
vague quickly, and also refer to objects or individu-
als which are not present, but part of past (shared)
experiences. This makes the references harder to
latch on to, and means the agent must relate them
to background knowledge rather than to what it
sees in front of him.

The more interactions the agent has had with
a particular human, the more shared experiences
and background knowledge it can potentially rely
on. However, in natural dialogue, as the number
of shared experiences increases, the references be-
come also more conventionalized, and as a result,
more ambiguous to outsiders. Researchers have
shown in simulations and experiments in human-
human communication how this conventionaliza-
tion occurs, and how it leads to more efficient but
also more vague expressions over time that nonethe-
less remain understandable for the conversation
partners who share the common ground (Hawkins
et al., 2021; Shih et al., 2021; Haber et al., 2019).
However, these simulations have been limited to
task-oriented dialogue. We add to this research an
analysis of social dialogues between humans.

Existing end-to-end coreference resolution mod-
els can achieve high scores on well-established
datasets such as Ontonotes (Pradhan et al., 2012).
However, these datasets do not relate well to our
use-case of social dialogue. They consist of snip-
pets of text from news articles, telephone conver-
sations or talkshows, often more formal in nature,
which likely makes the references more explicit.
Most importantly, though, since the data does not
contain a temporal aspect in which the various doc-
uments relate to each other, it cannot be used to
examine how common ground builds up over time
and how a model could utilise that common ground.
The CODI-CRAC shared task (Khosla et al., 2021)
is aimed at improving coreference resolution perfor-
mance in dialogue. They also provide a selection of
data sets consisting of dialogue, such as the Switch-
board corpus (Holliman et al., 1992) and the Per-
suasion for Good dataset (Wang et al., 2019). How-
ever, these data sets are not ideal for our case ei-
ther. Although they do consist of (social) dialogue,
the conversations are between speakers who were
previously unacquainted, and who do not share a
common background which can be built upon in
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the conversation. This is a crucial part of the phe-
nomenon that we aim to investigate. Therefore,
we take an existing dataset containing social dia-
logue and temporal relations between documents
(Choi and Chen, 2018) and adapt it to analyze the
differences in referencing of inner-circle mentions,
which are part of the common ground, and outer
circle mentions, which are only relevant within the
surrounding context. We also test to what extent a
state-of-the-art end-to-end coreference resolution
model utilizes background knowledge and how it
resolves complex third-person references. We hy-
pothesize that the model will perform worse on ref-
erences that require common ground. A model fail-
ing to detect a vague introduction for an otherwise
well-known individual could also have problems
further on in the conversation, as third-person pro-
nouns referring to this individual are instead linked
to a different individual. Concretely, this means
that the higher the amount of inner circle references
in the test set, the lower the overall model perfor-
mance will be for that set. We further investigate
whether this performance can be improved by in-
creasing the background knowledge by training on
preceding interactions.

We believe that it is valuable to examine com-
mon ground buildup over time in the context of
coreference resolution. To the best of our knowl-
edge, this is a new approach to the problem of
coreference resolution. In the next section, we
describe how we created the dataset and how we
tested the model.

3 Method

For our experiment, we take the current state-of-the-
art model in co-reference resolution, SpanBERT
(Joshi et al., 2019, 2020). We use an implementa-
tion of this model by Xu and Choi (2020). This
model predicts co-reference chains by calculating
scores for pairs of mention and antecedent span
representations which have been contextualized us-
ing BERT. We test this model in two ways. First,
we run the pre-trained model on the new data set
without fine-tuning. We do this to examine what
performance the model can already achieve with-
out knowing anything about the background knowl-
edge except for what may have been learned from
public sources such as Wikipedia during pretrain-
ing. Next, we fine-tune the model on data of pre-
vious conversations that likely contain common
ground information and discourse contexts specific

to sitcom characters. We fine-tune three models,
one on a small, one on a medium and on a large
portion of the previous conversations (see Table
3). We then examine the impact of the level of
conversational context knowledge on performance.
Specifically, we analyze the performance for inner-
and outer circle mentions separately. Crucially, the
fine-tuning is only done on data which precedes
the test set chronologically, since we want to inves-
tigate the effect of simulated buildup of conversa-
tional context over time, which may also represent
common ground.

3.1 Data analysis

We use the data set from SemEval 2018 task 4
(Choi and Chen, 2018) which consists of transcripts
from the first two seasons of FRIENDS. This show
contains social multi-party and dyadic dialogue.
The data set is formatted according to the CONLL-
2012 standards (Pradhan et al., 2012) and contains
gold mentions. The original task was described as
‘character identification’, which combined features
from entity linking and co-reference resolution in
one task (Choi and Chen, 2018). However, the
format of the data set works just as well for a pure
co-reference resolution task. Since the original
task was aimed at the identification of characters
though, the gold mentions only contain references
to people, and not objects or other types of named
entities such as companies or countries. For our
task this is ideal, since we are only interested in
references to individuals.

In the show, the main characters know each other
well, and as such have developed certain ways
to refer to the people that are in their common
ground. These people are also referenced more
often throughout the show, requiring less introduc-
tion. For instance, Judy Geller, mother of two of
the main characters, is referenced with mom, ...
(your) mother , ... (my) mother (among others),
over the course of several episodes. Meanwhile,
a minor character called Debra is only mentioned
in one single scene, and is referenced with the ref-
erences (a) woman - her - Debra - she - she, in
succession while she is the topic of the conversa-
tion.

The original character identification task con-
tained a list of all the characters mentioned for the
entity linking part of the task, 401 in total. We use
this list to categorize all of the characters into ‘inner
circle’ and ‘outer circle’. We took the following
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approach to selecting which characters belong to
the inner circle: first, all of the six main characters
of the show belong to the inner circle. Secondly, all
of the family members of the six main characters
also belong to the inner circle, since they can be
mentioned by vague and ambiguous kinship terms
which need background knowledge to be resolved
(Kemp et al., 2018). All of the real-life famous per-
sons which are mentioned in the show also belong
to the inner circle, since they are well-known to all
of the main characters in the show. However, they
are mostly referred to by name. Lastly, we selected
a few characters which have an entry on the Wiki-
data page for FRIENDS 2 relating them to the main
characters. Since only the most important char-
acters in the show have entries on Wikidata, this
serves as a good indication that they are characters
which belong to the shared common ground within
the show. In total, we end up with 50 characters
in the inner circle. The remaining 351 characters
belong to the outer circle.

Inner circle characters are referenced a bit more
in total than outer circle people even though there
are more than 7 times more outer circle charac-
ters in the data set: on average inner circle char-
acters are referenced 91.8 times and outer circle
characters 6.6 times. The average number of vari-
ants (unique tokens) used to make reference is 16.4
for inner circle entities and 1 for outer circle enti-
ties. Furthermore, 112 outer circle characters are
only mentioned once, whereas the lowest number
of mentions for inner circle entities is 3 (’dad’:2,
’he’:1).

In Table 1, we show the distribution of the part-
of-speech of the mentions of the inner and outer
circle people. Proportionally, inner circle charac-
ters are more often referenced by name (NNP) than
by pronoun (PR) as compared to outer circle ref-
erences, whereas both are referenced equally by
noun phrase (NN).3 Apparently, the inner circle
references by name seem to preempt the use of pro-
nouns: less than 30% of the references to the inner
circle is made using a pronoun, while almost 45%
of the outer circle references is a pronoun.

In order to get insight in the discourse sequences
of the references, we counted the part-of-speech
sequence pairs as shown in Table 2. The rows rep-
resent the first mention in a pair and the columns
the next mention, where NULL marks the cases of

2https://www.wikidata.org/wiki/Q79784
3Other parts-of-speech mostly result from annotation er-

rors

a first introduction of the referent in a scene. The
table shows trivial dependencies such as pronouns
are often followed by other pronominal references
and hardly used as the first reference. Use of a
pronoun as the first reference still makes sense
however because we are dealing with a multimodal
setting in which people can be introduced visually
and referenced with deictic pronouns. This hap-
pens twice more often proportionally for the outer
circle (20.19%) than for the inner circle (11.19%).
Further comparing inner and outer circle references,
we indeed see more NNP-NNP sequences for inner
circle people and NN-PR sequences for outer circle
people. Inner circles are introduced by name in
58.56% of the cases, which is followed by a name
again in 52.98% of the cases, compared to 42.72%
and 46.34% for outer respectively. We can expect
that NNP-NNP sequences are easier to resolve for
systems, which is advantageous for inner circle
references. NN introductions happen more often
for outer (37.09%) than for inner circles (30.25%),
which are mostly followed by pronouns for outer
(53.57%) and another NN for inner (44.5%).

These statistics suggest that for inner circle ref-
erences it would be better for the model to focus
on NNP-NNP patterns whereas for outer circle ref-
erences NN-PR patterns are more important. We
expect the former to be less and the latter to be
more discourse structure dependent.

3.2 Experiment

The aim of our experiment is to measure differ-
ences in performance of coreference models resolv-
ing inner and outer circle co-reference relations,
given the different ways of making reference, the
degree they rely on background knowledge and
the potential of the preceding discourse to learn
patterns for resolving coreference relations. We
expect that inner circle references by pronouns and
noun phrases are more difficult to resolve than their
counter parts for outer circle references. On the
other hand, the more frequent use of names refer-
ring to inner circle entities could make it easier
to resolve inner circle co-references. We expect
to measure the impact of these differences in the
performance on test sets with different ratios of
inner and outer circle references. Furthermore, we
want to measure the effect of using the preceding
conversational context on the performance as well.
To what extent does this context contain knowledge
and information to resolve either inner or outer cir-

102



NNP NN PR OTHER Total Avg ment.
per ref.

Inner (50) 1075 0,384 674 0,241 838 0,299 212 0,076 2799 55.98
Outer (351) 530 0,261 493 0,243 908 0,447 100 0,049 2031 5.78

Table 1: Distribution of part of speech for inner and outer circle mentions and the average number of mentions per
referent. The parts-of-speech listed are names/proper nouns (NNP), common nouns (NN), pronouns (PR) and an
OTHER category for parts-of-speech not belonging to one of the previous.

Inner circle NNP NN PR
NULL 58.56 30.25 11.19
NNP 52.98 19.04 27.98
NN 24.35 44.50 31.15
PR 16.99 13.89 69.12
Outer circle NNP NN PR
NULL 42.72 37.09 20.19
NNP 46.34 14.33 39.33
NN 11.07 35.36 53.57
PR 10.79 15.25 73.96

Table 2: Overview of proportion of part-of-speech coref-
erence pairs for inner and outer circle mentions. Rows
represent the first mention and the columns the follow-
ing mention part-of-speech. NULL signifies there was
no preceding mention.

cle co-reference relations? Does this knowledge
represent discourse structures, background knowl-
edge or simply frequency of names?

For our experiment, we adapted the data set by
removing all first-person and second-person pro-
noun mentions. We are only interested in the resolu-
tion of third-person references, which can become
part of the common ground (inner) and thus require
background knowledge to resolve or are introduced
in the discourse itself (outer). First-person and
second-person pronouns can be resolved within the
discourse by linking them to the speaker or hearer,
and are therefore not relevant to our experiment.

In the original data set, the train, development
and test set were randomly distributed. How-
ever, we want to maintain the temporal struc-
ture within the data. Therefore, we made new
train/development sets and selected two new test
sets, where the latter are chosen to follow the train-
ing data in time.

To investigate the effect of varying the promi-
nence of inner circle mentions in the test data on the
model performance, we calculated the amount of
mentions in the gold data to inner circle and outer
circle characters per episode. We use episodes as a
base length, because we find that in the TV show
minor characters belonging to the outer circle are
usually only mentioned in at most one episode,
while major characters belonging to the inner cir-

Set Small Medium Large
Train S1E1...E7 S1E1...E17 S1E1...2E12

No tokens 22211 54138 110074
Dev S1E08 S1E18 S2E13

No tokens 2876 2356 2118

Table 3: Size of each of the train sets and their respective
development set

cle are mentioned throughout the show, in multiple
episodes or even seasons. After categorizing the
mentions into inner and outer circle, we calculated
the ratio of inner circle/outer circle mentions per
episode.

For the test set, we selected one episode which
contains roughly 4 times as many mentions to the
inner circle as to the outer circle (S2E14), and one
with a roughly equal amount of inner and outer
circle mentions (S2E24). In the Appendix, we
show details for both test sets in Tables 7 and 8,
respectively. Both tables list the identifiers for the
different characters sorted for the number of men-
tions. They show that S2E14 is dominated by inner
circle mentions (top 5) and S2E24 has mixed men-
tions for inner and outer circles. On the other hand,
the non-coreferential mentions (mentioned once)
in S2E24 are all outer circle entities, while they
are mixed in SE14. Next, we made three different
sizes of train sets: one small, one medium-size, and
one large, to vary the degree of background in the
model representations. Table 3 shows the sizes of
the three train sets.

We test four models on the two sets: the
SpanBERT-large co-reference resolution model
(Joshi et al., 2020) pre-trained by Xu and Choi
(2020) without any higher-order inferencing, which
has not been fine-tuned on the new data, and three
fine-tuned SpanBERT-large models trained on the
small, medium and large train sets respectively. For
testing and fine-tuning, we follow the procedure as
described by Xu and Choi (2020)4.

4https://github.com/lxucs/coref-hoi
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Metric Pretrained Finetuned-small Finetuned-medium Finetuned-large
R P F1 R P F1 R P F1 R P F1

MUC 37.28 95.65 53.65 27.11 88.88 41.55 38.98 88.46 54.11 44.06 70.27 54.16
B3 31.79 95.48 47.70 17.59 90.00 29.42 28.26 88.90 42.88 37.06 56.70 44.82
CEAFM 38.04 92.10 53.84 27.17 83.33 40.98 35.86 86.84 50.76 33.69 64.58 44.28
CEAFE 32.56 71.64 44.77 19.81 54.49 29.06 25.16 69.20 36.90 22.34 67.02 33.51
BLANC 26.40 93.14 41.03 12.28 82.72 21.35 22.86 86.60 35.97 22.86 62.56 30.84
- Coref 28.57 88.88 42.24 13.09 78.57 22.44 25.59 81.13 38.91 27.97 37.90 32.19
- Non-coref 23.23 97.39 38.82 11.47 86.88 20.26 20.12 92.07 33.03 17.74 87.23 29.49

Table 4: Performance for S2E14 (4/1 ratio). Recall R, precision P and F1 score are reported for each model and for
each metric. BLANC coreference and non-coreference scores are provided separately.

Metric Pretrained Finetuned-small Finetuned-medium Finetuned-large
R P F1 R P F1 R P F1 R P F1

MUC 50.00 88.67 63.94 41.48 90.69 56.93 62.76 86.76 72.83 72.34 80.95 76.40
B3 43.53 86.56 57.93 26.53 88.10 40.78 48.22 76.67 59.20 58.76 71.52 64.52
CEAFM 49.64 83.33 62.22 32.62 83.63 46.93 49.64 76.92 60.34 56.02 75.96 64.48
CEAFE 42.95 65.12 51.76 17.91 70.17 28.54 32.95 67.34 44.25 31.10 73.08 43.63
BLANC 37.44 86.64 51.57 18.96 75.50 29.38 43.06 72.03 50.37 47.82 73.30 56.52
- Coref 43.50 78.46 55.97 29.70 86.15 44.18 60.21 62.70 61.43 57.29 64.86 60.84
- Non-coref 31.39 94.82 47.16 8.21 64.86 14.58 25.91 81.36 39.30 38.35 81.75 52.21

Table 5: Performance for S2E24 (1/1 ratio). Recall R, precision P and F1 score are reported for each model and for
each metric. BLANC coreference and non-coreference scores are provided separately.

4 Results

4.1 Preprocessing

Before analyzing, we converted the .jsonlines out-
put into CONLL format using a third-party script5.
However, we adapted this script to accommodate
for the fact that the models ignore the gold men-
tions, leading to very low precision. To accurately
compare the model performance on inner and outer
circle mentions, we need to only analyze the men-
tions that the model found that are also a gold men-
tion.

4.2 Model performance

We evaluated the models using the official CONLL-
2012 scorer (Pradhan et al., 2012)6. Performance
for the four models on S2E14 (4/1 ratio of in-
ner/outer circle mentions) is shown in Table 4 and
their performance on S2E24 (1/1 ratio) in Table 5.

Our prediction for this experiment was the mod-
els would perform worse on S2E14, which has a
higher ratio of inner circle mentions compared to
outer circle mentions, than on S2E24. The differ-
ence between S1E14 (Table 4) and S1E24 (Table

5https://github.com/boberle/
corefconversion

6https://github.com/conll/
reference-coreference-scorers

5) confirms our hypothesis both without and after
fine-tuning, with especially recall being higher for
S2E24. The only outlier is the non-coref recall of
8.21 on S2E24 using the fine-tuned model with
least training data.

Another prediction was that the pre-trained
model would have more trouble with resolving ref-
erences than the fine-tuned model due to lack of
background knowledge and relevant discourse in-
formation. The results show that this not the case
for S2E14 (4/1), where the pretrained model outper-
forms all other models on almost all metrics. For
S2E24 (1/1) however, we see that best results (on
most metrics) are obtained for the model fine-tuned
with most data. Fine-tuning with more data shows
a trend of increasing scores for S2E24 as the train-
ing data grows, with the highest scores for large.
However, this is not the case for S2E14 (4/1), as
the medium model outperforms the large model for
e.g. BLANC. Apparently, what the model learns
by fine-tuning is more relevant for the outer cir-
cle cases (S2E24) than for the inner circle cases
(S2E14).

4.3 Error analysis
To find out whether the models had more difficulty
with inner- or outer circle mentions, we need to
break down the model performances to each of
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these circles separately. This means we have to use
an entity-based analysis of the clusters. We can-
not use a link-based approach, because we would
then have to evaluate on a subset of the data which
corresponds to only the mentions for one of the
circles. This would change the problem, since this
excludes errors which link inner circle mentions
to outer circle clusters and vice versa. Our entity-
based analysis, which is based on false and true
positives and false negatives for each gold entity
cluster, is most similar to the CEAFE metric in
approach. Furthermore, we want to investigate to
what extent errors are made by mentions of differ-
ent part-of-speech, especially names, noun phrases
and pronouns.

Table 6 shows proportions of false positives and
false negatives for all the mentions of inner and
outer circle entities for the different models on the
two test sets. We divided the error counts by the
total number of inner or outer circle mentions, re-
spectively, per test set. We also split the error pro-
portion by part-of-speech for the inner and outer
circle references. Note that S2E14 has 77 mentions
of inner circle characters and 21 mentions of outer
circle characters, and S2E24 has 67 mentions of
inner circle characters and 83 mentions of outer
circle characters7.

4.3.1 S2E14 VS. S2E24
We first consider the errors averaged over all mod-
els and compare the performance across S2E14
and S2E24 to examine the effect of the test set
on the model behaviour. For this we look at the
Average subtotals, which show the proportions of
false positives and false negatives averaged over
all four models. Remember that S2E14 has a 4/1
ratio of inner to outer mentions, while S2E24 has
a 1/1 ratio. The proportion of false positives is
higher in S2E24 for both for the inner and outer
mentions, while the proportion of false negatives is
higher in S2E14. The differences in proportion are
larger for the outer circle than for the inner circle.
If we compare the best-scoring model for S2E14,
Pretrained (PreT), with the best-scoring model for
S2E24, Finetuned-large (FTlarge), we observe that
most of the errors for Pre in S2E14 are false nega-
tives, while for FTlarge in S2E24 most errors are
false positives. Again, these differences are big-

7Note that the subtotals for Fpos and Fneg may add up
to over 100%. This is because a single mention can be a
false positive for one cluster and a false negative for another,
meaning that this mention appears twice.

ger for the outer circle than for the inner circle.
This suggests that for S2E14, the main challenge
for the model was to detect the references to the
outer circle in between the more abundant inner
circle mentions. This could cause it to miss more
of the outer mentions, increasing the false nega-
tive rate. For S2E24, where inner and outer circle
mentions were more evenly distributed, the chal-
lenge might have been not to mix up more vague
references to outer circle mentions with the inner
circle mentions in between, causing the model to
add the mention to the wrong entity cluster. This
hypothesis is strengthened by the fact that most
false positive errors are made with pronoun men-
tions (in bold), which are inherently ambiguous
and easy to misinterpret. Of course, there is also a
potential influence of finetuning for FTlarge which
is not present for the pretrained model. We will
look at this later.

4.3.2 Inner circle VS. outer circle
The Average subtotals show for S2E14 that more
errors are made for inner circle mentions compared
to outer circle mentions. This holds for both false
positives and false negatives, although the differ-
ence is larger for the false positives. For S2E24,
the proportion of false negatives is roughly equal
for the inner and outer mentions, and here the pro-
portion of false negatives for the inner mentions is
quite large compared to the outer mentions. In gen-
eral then, the models seem to have more difficulty
with the inner circle mentions.

As for the errors for each part of speech, there
is no strong difference between the inner and outer
circle in terms of which part of speech error is most
prominent for each. We see that most false nega-
tive errors (in bold) are made for names (NNPs) for
all models for S2E14, both for the inner and outer
circle. S2E24 shows a pattern where most false
negatives occur in names (NNPs) for the inner cir-
cle, whereas common nouns (NN) make up most
errors for the outer circle. Pronouns (PR) make
up most of the false positive errors for all models,
both for S2E14 and S2E24 and both for inner and
outer circle mentions. This last point makes intu-
itive sense, since pronouns are highly ambiguous.
However, we don’t see a difference between the in-
ner and outer mentions, despite the higher relative
amount of pronouns for outer mentions. It makes
less sense that most false negatives occur for names.
Despite the fact that associating names to charac-
ters should be relatively easy, they are apparently
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S2E14 S2E24
PreT FTsmall FTmedium FTlarge Average PreT FTsmall FTmedium FTlarge Average

PoS In Out In Out In Out In Out In Out In Out In Out In Out In Out In Out

Fpos

NNP 4% 4% 19% 5% 7% 1% 3% 7% 1% 2% 6% 7% 14% 3% 8%
NN 5% 1% 5% 3% 16% 5% 6% 2% 1% 1% 1% 10% 11% 28% 23% 10% 9%
PR 8% 10% 35% 33% 13% 8% 25% 4% 6% 7% 33% 27% 16% 36% 20% 18%
Other 1% 0% 0% 0% 0% 0%
Subtot. 9% 9% 5% 17% 71% 43% 27% 12% 30% 11% 9% 11% 43% 43% 52% 73% 34% 35%

.

Fneg

NNP 17% 29% 30% 29% 21% 29% 17% 29% 21% 29% 24% 12% 43% 16% 34% 13% 33% 5% 34% 11%
NN 22% 29% 19% 19% 19% 19% 17% 14% 19% 20% 25% 23% 19% 24% 13% 16% 9% 10% 17% 18%
PR 3% 5% 10% 6% 5% 3% 0% 4% 4% 9% 2% 7% 16% 1% 1% 3% 2% 5% 5%
Other 16% 14% 14% 14% 0% 15% 0% 1% 1% 1% 1% 1% 0%
Subtot. 57% 57% 69% 57% 61% 52% 51% 43% 59% 52% 60% 37% 72% 55% 51% 30% 46% 17% 57% 35%

Table 6: Breakdown of proportions of false positives (Fpos) and false negative (Fneg) differentiated per part-of-
speech for S2E14 and S2E24 and for the different models (PreT = pretrained, FT = finetuned) and averaged over
all models. ’In’ refers to the errors for the inner circle mentions, whereas ’out’ refers to those for the outer circle
mentions.

still missed to a large extent in establishing corefer-
ence relations. Finally, S2E14 shows a remarkable
proportion of false negative errors for inner circle
entities with part-of-speech Other. As these are
mostly annotation errors in this specific episode,
none of the models seems to detect these cases as
they are non-representative. These annotation er-
rors were originally found mostly in the training
data, but some of them ended up in our test set due
to our re-organization of the sets.

4.3.3 Effect of finetuning
We now investigate to what extent fine-tuning on
previous conversations can learn to detect the cor-
rect coreference relations and whether there is a
difference for inner and outer circle references. Fig-
ures 1 to 6 in the Appendix contain bar plots show-
ing the effect of finetuning on more data on the
proportion of false positives and negatives for both
the inner and outer circle, per test set and per part of
speech. Overall, it looks like with more finetuning
data, false negatives decrease both for the inner and
outer circle, with the notable exceptions of outer
circle NNP’s in S2E14 (Figure 1) and inner circle
NNP’s in S2E24 (Figure 4). For the outer circle in
S2E14, this could mean that the model over-fitted
on inner circle names, and together with the rel-
atively high amount of inner circle mentions this
causes the model to ignore most names referring
to the outer circle. However, this does not explain
the high proportion of false negatives for the in-
ner circle in S2E24. In general, we also see false
positives increase with more finetuning data, espe-
cially for the inner circle. Together with the general
decrease in false negatives, this indeed seems to
suggest that the model is over-fitting on a part of
the training data. In Table 1, we showed that most
inner mentions are names, whereas most outer men-

tions are pronoun mentions. As mentioned above,
it looks like the model tends to prefer inner circle
names, which are more present in the training data.
However, for pronouns we see a remarkable in-
crease in false positives both for the inner and outer
circle. For pronoun mentions, the models might
learn a different preference than for NNP mentions
which is more based on discourse features rather
than individual characters. In general we believe
the model tends more towards learning discourse
features, because the graphs do not show a much
stronger effect of over-fitting for the inner or outer
circle. Note that the fine-tuned models generate
more errors than the pretrained model on S2E24 in
entity-based evaluation, which correspond to the
CEAFE scores given earlier in Table 5 but not with
the other metrics.

4.3.4 Error examples
An example of a false negative for a common noun
(NN) referring to the inner circle is actor in S2E24.
It occurs in the sentence Mr. Beatty comes up to
me and says ’good actor’... and refers to the inner
circle character Joey, who utters the sentence. It
could be that the model mis-identified this refer-
ence because it is uttered in direct speech, which
makes it unclear that the speaker is the intended
referent. Another curious case for a name (NNP)
referring to the inner circle concerns Rachel and
her nickname Rach in S2E24, where the first three
occurrences of Rachel / Rach in the scene are not
added to the same cluster as the latter three oc-
currences of Rach by the large model. Between
these two sets of occurrences, another person is
referenced, which could explain why they were as-
sumed to be disjoint by the model. Possibly, this
an effect of window size, which makes the earlier
references unavailable to the system. While the

106



sliding window is in principle a good method to
constrain the context that the model takes into ac-
count, in this case it leads to errors which could
have been avoided. Some false positives for pro-
nouns are the result of an introduction in the visual
scene (such as a speaker pointing at a character).

5 Discussion

Our results showed differences between models
and across test sets with different ratios. All mod-
els perform lower on S2E14 with more inner circle
references than on S2E24 with less. For most met-
rics, the pretrained model performed best on S2E14
(4/1) and the largest fine-tuned model on S2E24
(1/1) ratio, except for entity-based evaluations in
which pretrained performed best on both. When
breaking down the errors per part-of-speech and
across inner and outer references, we found some
patterns but it remains difficult to relate these to the
different part-of-speech statistics observed. Many
errors are made for outer circle names and in the
case of S2E24 also for inner circle name mentions.
Remarkable are the false positive (and to some ex-
tent false negative) errors in pronominal inner and
outer circle mentions in S2E24. Since the false
positives tend to increase with fine-tuning, we sus-
pect that the fine-tuned models are over-fitting. Our
experiments do not allow us to draw conclusions
towards the potential of more knowledge-rich ap-
proaches that incorporate built-up common ground.
This is partly because fine-tuned language models
are not transparent to what knowledge is picked up
from the preceding conversations.

Clearly, more research on the role of common
ground in referencing in social dialogue is neces-
sary. Most co-reference resolution models continue
to be trained and tested on well-established data
sets which are not useful for exploring this phe-
nomenon. Although the data set of episodes of
FRIENDS that we used in this paper has the neces-
sary properties, it too has its drawbacks. Most of
the dialogues are multi-party dialogues, whereas
dyadic dialogue would be a more controlled set-
ting in which to explore the buildup of common
ground. The dialogues also partly rely on visual
cues, which the model cannot rely on and for which
the necessary metadata is not provided in the data
set. Furthermore, the show is a sitcom, and the
many quips might have a detrimental effect on the
naturalness of the conversations. Therefore, we
encourage the further development of more data

sets of social dialogue with multiple interactions
over time, based on a more natural setting or with
fewer speakers involved in the conversation.

In this work, we have made a distinction be-
tween well-known ’inner circle’ and lesser known
’outer circle’ referents. We believe it is relevant
to be aware of such a distinction in referencing,
since people rely on the established references to
the inner circle to create a bond and distinguish
their shared social circle from the outside world. If
we want systems to become a part of this shared
social circle and develop their own bond with hu-
mans, they too need to learn this way of referenc-
ing, and in long-term interaction it could help them
reinforce this bond and improve communicative
efficiency and enjoyment on the part of the human.

In future work, we will further explore how the
buildup of common ground influences referential
expressions to well-known individuals over time
in dyadic social dialogue. This will be done in
an interactive setting, where an artificial agent en-
gages in conversation with a human and can use
visual cues and human feedback to improve its
representation of the common ground. Due to the
interactive nature of the dialogue, the model will
not be a pure co-reference resolution model, but
it will build upon properties of both co-reference
resolution and entity linking models. In addition,
we will use a more explicit modeling of common
ground, and include more knowledge-rich features
in our model.

6 Conclusion

In this paper, we framed the problem of resolving
third-person references in social dialogues as a dy-
namic process in which common ground plays a
role. We made a difference between inner and outer
circle references and hypothesized that the former
are more difficult to resolve, which was partially
confirmed by the model performances on data with
more and less inner circle references. Training
models on preceding data did not show a corre-
sponding increase in performance on inner circle
references, indicating that such models do not ac-
quire common ground knowledge, but did improve
the performance for outer circle mentions. We pro-
pose that co-reference resolution models for social
dialogue could benefit from a more knowledge-rich
approach in order to better adjust to the common
ground, which in turn facilitates the resolution of
complex third-person references.

107



References
Jake Brawer, Olivier Mangin, Alessandro Roncone,

Sarah Widder, and Brian Scassellati. 2018. Situ-
ated human–robot collaboration: predicting intent
from grounded natural language. In 2018 IEEE/RSJ
International Conference on Intelligent Robots and
Systems (IROS), pages 827–833. IEEE.

Joyce Y. Chai, Lanbo She, Rui Fang, Spencer Ottarson,
Cody Littley, Changsong Liu, and Kenneth Hanson.
2014. Collaborative effort towards common ground
in situated human-robot dialogue. In Proceedings
of the 2014 ACM/IEEE International Conference
on Human-Robot Interaction, HRI ’14, page 33–40,
New York, NY, USA. Association for Computing
Machinery.

Jinho D. Choi and Henry Y. Chen. 2018. SemEval
2018 task 4: Character identification on multiparty
dialogues. In Proceedings of The 12th International
Workshop on Semantic Evaluation, pages 57–64, New
Orleans, Louisiana. Association for Computational
Linguistics.

Herbert H Clark and Susan E Brennan. 1991. Ground-
ing in communication. Perspectives on Socially
Shared Cognition, pages 127–149.

Darren Gergle, Robert E. Kraut, and Susan R. Fussell.
2013. Using visual information for grounding and
awareness in collaborative tasks. Human–Computer
Interaction, 28(1):1–39.

Janosch Haber, Tim Baumgärtner, Ece Takmaz, Lieke
Gelderloos, Elia Bruni, and Raquel Fernández. 2019.
The photobook dataset: Building common ground
through visually-grounded dialogue. arXiv preprint
arXiv:1906.01530.

Robert D. Hawkins, Michael Franke, Michael C. Frank,
Adele E. Goldberg, Kenny Smith, Thomas L. Grif-
fiths, and Noah D. Goodman. 2021. From partners
to populations: A hierarchical bayesian account of
coordination and convention.

E. Holliman, J. Godfrey, and J. McDaniel. 1992. Switch-
board: telephone speech corpus for research and de-
velopment. In Acoustics, Speech, and Signal Process-
ing, IEEE International Conference on, volume 1,
pages 517–520, Los Alamitos, CA, USA. IEEE Com-
puter Society.

Mandar Joshi, Danqi Chen, Yinhan Liu, Daniel S. Weld,
Luke Zettlemoyer, and Omer Levy. 2020. Span-
BERT: Improving Pre-training by Representing and
Predicting Spans. Transactions of the Association
for Computational Linguistics, 8:64–77.

Mandar Joshi, Omer Levy, Daniel S. Weld, and Luke
Zettlemoyer. 2019. BERT for coreference resolution:
Baselines and analysis. In Empirical Methods in
Natural Language Processing (EMNLP).

Charles Kemp, Yang Xu, and Terry Regier. 2018. Se-
mantic typology and efficient communication. An-
nual Review of Linguistics, 4(1):109–128.

Sopan Khosla, Juntao Yu, Ramesh Manuvinakurike,
Vincent Ng, Massimo Poesio, Michael Strube, and
Carolyn Rosé. 2021. The CODI-CRAC 2021 shared
task on anaphora, bridging, and discourse deixis in
dialogue. In Proceedings of the CODI-CRAC 2021
Shared Task on Anaphora, Bridging, and Discourse
Deixis in Dialogue, pages 1–15, Punta Cana, Do-
minican Republic. Association for Computational
Linguistics.

Sameer Pradhan, Alessandro Moschitti, Nianwen Xue,
Olga Uryupina, and Yuchen Zhang. 2012. Conll-
2012 shared task: Modeling multilingual unrestricted
coreference in ontonotes. In Joint Conference on
EMNLP and CoNLL-Shared Task, pages 1–40.

Oliver Roesler and Ann Nowé. 2019. Action learning
and grounding in simulated human–robot interac-
tions. The Knowledge Engineering Review, 34.

Andy Shih, Arjun Sawhney, Jovana Kondic, Stefano
Ermon, and Dorsa Sadigh. 2021. On the critical role
of conventions in adaptive human-ai collaboration.
arXiv preprint arXiv:2104.02871.

Mohit Shridhar and David Hsu. 2018. Interactive visual
grounding of referring expressions for human-robot
interaction. arXiv preprint arXiv:1806.03831.

Robert Stalnaker. 2002. Common ground. Linguistics
and philosophy, 25(5/6):701–721.

Xuewei Wang, Weiyan Shi, Richard Kim, Yoojung Oh,
Sijia Yang, Jingwen Zhang, and Zhou Yu. 2019. Per-
suasion for good: Towards a personalized persuasive
dialogue system for social good.

Liyan Xu and Jinho D. Choi. 2020. Revealing the myth
of higher-order inference in coreference resolution.
In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 8527–8533. Association for Computational
Linguistics.

108



7 Appendix

Figure 1

Figure 2

Figure 3

Figure 4

Figure 5

Figure 6

109



S2E14 Entity #M #V #P Variants
I 59 20 15 8 ’Chandler’: 5, ’man’: 2, ’and’: 1, ’an’: 1, ’now’: 1, ’even’: 1, ’Well’: 1, ’extra’: 1, ’there’: 1, "d’ya": 1, ’bud’: 1, ’manager’: 1, ’Bing’: 1, ’Man’: 1, ’Dude’: 1
I 306 13 5 3 ’Rachel’: 5, ’she’: 4, ’her’: 2, ’waitress’: 1, ’Rach’: 1
I 335 13 9 3 ’Ross’: 5, ’dad’: 1, ’man’: 1, ’Geller’: 1, ’yours’: 1, ’date’: 1, ’guy’: 1, ’darling’: 1, ’Jack’: 1
I 183 12 7 6 ’he’: 3, ’man’: 3, ’bud’: 2, "n’t": 1, ’it’: 1, ’is’: 1, ’,’: 1
I 248 10 7 4 ’Monica’: 3, ’her’: 2, ’person’: 1, ’darling’: 1, ’sweetie’: 1, ’she’: 1, ’She’: 1
O 55 6 3 3 ’Casey’: 3, ’he’: 2, ’guy’: 1
O 227 6 5 2 ’he’: 2, ’guy’: 1, ’buddy’: 1, ’him’: 1, ’man’: 1
O 78 3 3 2 ’Dave’: 1, ’Thomas’: 1, ’founder’: 1
I 271 3 2 2 ’Judy’: 2, ’mom’: 1
I 30 2 2 1 ’him’: 1, ’he’: 1
O 231 2 2 1 ’Marcel’: 1, ’Marceau’: 1
O 352 2 2 1 ’Steffi’: 1, ’Graf’: 1
I 51 1 1 1 ’Carol’: 1
O 137 1 1 1 ’Gail’: 1
I 145 1 1 1 ’Gunther’: 1
I 292 1 1 1 ’she’: 1
I 358 1 1 1 ’Susan’: 1
O 397 1 1 1 ’woman’: 1

Table 7: Statistics on the mentions, variants and their part-of-speech for the test case S2E14 with a 4/1 ratio for
inner and outer entities. The first column differentiates inner circle (I) and outer circle (O) entities

S2E24 Entity #M #V #P Variants
O 60 33 8 3 ’she’: 10, ’her’: 10, ’She’: 4, ’girl’: 3, ’guy’: 3, ’person’: 1, ’girlfriend’: 1, ’woman’: 1
I 306 22 7 4 ’Rach’: 6, ’Rachel’: 6, ’she’: 5, ’her’: 2, ’honey’: 1, ’Sweetie’: 1, ’bride’: 1
I 183 10 6 4 ’Joey’: 4, ’actor’: 2, ’guy’: 1, ’professional’: 1, ’him’: 1, ’Tribiani’: 1
O 392 10 4 3 ’Beatty’: 4, ’guy’: 3, ’Warren’: 2, ’he’: 1
O 29 9 4 4 ’Barry’: 5, ’him’: 2, ’his’: 1, ’Barr’: 1
I 317 9 5 3 ’Richard’: 3, ’him’: 3, ’sweetie’: 1, ’He’: 1, ’man’: 1
O 215 7 6 4 ’She’: 2, ’Her’: 1, ’Lola’: 1, ’her’: 1, ’she’: 1, ’star’: 1
O 242 7 6 2 ’Min’: 2, ’Mindy’: 1, ’Mrs.’: 1, ’Hunter’: 1, ’Farber’: 1, ’honey’: 1
I 59 6 2 2 ’Chandler’: 5, ’guy’: 1
I 30 5 3 3 ’Benny’: 2, ’he’: 2, ’baby’: 1
O 61 5 4 2 ’husband’: 2, ’his’: 1, ’person’: 1, ’guy’: 1
I 168 5 2 1 ’she’: 4, ’her’: 1’
I 335 5 4 4 ’Ross’: 2, ’his’: 1, ’boyfriend’: 1, ’She’: 1
I 248 3 2 1 ’Monica’: 2, ’Honey’: 1
O 252 3 3 2 ’Mother’: 1, ’Theresa’: 1, ’mother’: 1
O 228 2 2 2 ’guy’: 1, ’him’: 1
I 292 2 2 2 ’friend’: 1, ’Phoebe’: 1
O 17 1 1 1 ’Angela’: 1
O 32 1 1 1 ’Man’: 1
O 62 1 1 1 ’secretary’: 1
O 266 1 1 1 ’Wineburg’: 1
O 277 1 1 1 ’Wineburg’: 1
O 298 1 1 1 ’friend’: 1
O 372 1 1 1 ’Tony’: 1

Table 8: Statistics on the mentions, variants and their part-of-speech for the test case S2E24 with a 1/1 ratio for
inner and outer entities. The first column differentiates inner circle (I) and outer circle (O) entities
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