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Abstract

In weakly-supervised text classification, only
label names act as sources of supervision. Pre-
dominant approaches to weakly-supervised text
classification utilize a two-phase framework,
where test samples are first assigned pseudo-
labels and are then used to train a neural text
classifier. In most previous work, the pseudo-
labeling step is dependent on obtaining seed
words that best capture the relevance of each
class label. We present LIME1, a framework
for weakly-supervised text classification that
entirely replaces the brittle seed-word gener-
ation process with entailment-based pseudo-
classification. We find that combining weakly-
supervised classification and textual entailment
mitigates shortcomings of both, resulting in a
more streamlined and effective classification
pipeline. With just an off-the-shelf textual en-
tailment model, LIME outperforms recent base-
lines in weakly-supervised text classification
and achieves state-of-the-art in 4 benchmarks.

1 Introduction

Weakly-supervised text classification (Meng et al.,
2018) is an important avenue of research in low-
resourced text classification. Unlike in traditional
text classification, all supervision derives from
textual information in category names. Weakly-
supervised classification offers a practical approach
to classification because it does not necessitate mas-
sive amounts of training data.

Another distinct aspect of weakly-supervised
text classification is that the system has access to
the entire test set at evaluation time, instead of
encountering test samples sequentially. Exploit-
ing this characteristic, recent approaches employ
keyword-matching pseudo-labeling schemes to ten-
tatively assign class labels to each test sample, be-
fore using the information to train a separate classi-
fier (Meng et al., 2018; Mekala and Shang, 2020;

1Labels Identified with Maximal Entailment

Wang et al., 2021). Pseudo-labels are assigned by
counting how many “seed words” of each class are
found in the test sample. Keyword matching-based
labeling, however, is neither adaptable nor flexible
because semantic information embedded in class
names cannot be extracted adaptively for distinct
classification tasks.

Inspired by recent advances in prompt-based
text classification (Yin et al., 2019, 2020; Schick
and Schütze, 2021), we replace the keyword-
based pseudo-labeling step with a more streamlined
entailment-based approach. Extensive experiments
show that entailment-based classifiers assign more
accurate pseudo-labels with greater task adaptabil-
ity and much fewer hyperparameters. We find that
our method realizes the benefits of both entailment-
based classification and self-training.

Our contributions are as follows:

1. We present LIME, a novel framework for
weakly-supervised text classification that uti-
lizes textual entailment. LIME surpasses cur-
rent state-of-the-art weakly-supervised meth-
ods in all tested benchmarks.

2. We show that self-training with pseudo-labels
can mitigate unsolved robustness issues in
entailment-based classification (Ma et al.,
2021).

3. We experimentally confirm that higher con-
fidence in pseudo-labels translates to better
classification accuracy in self-training. We
also find that a balance between filtering out
low-confidence labels and preserving a sizable
pseudo-training corpus is important.

2 Background

2.1 Weakly-supervised text classification

In weakly-supervised text classification, the system
is allowed to view the entire test set at evaluation
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time. Having access to all test data allows novel pre-
processing approaches unavailable in traditional
text classification, such as preliminary clustering
of test samples (Mekala and Shang, 2020; Wang
et al., 2021) before attempting final classification.
In the process, the system has an opportunity to
examine overall characteristics of the test set.

Existing methods for weakly-supervised text
classification focus on effectively leveraging such
additional information. The dominant approach in-
volves generating pseudo-data to train a neural text
classifier. Most methods assign labels to samples
in the test set by identifying operative keywords
within the text (Meng et al., 2018). They obtain
seed words that best represent each category name.
Then, each sample in the test set is assigned a label
with keywords most relevant to its content.

Later works improve this pipeline by automati-
cally generating seed words (Meng et al., 2020b) or
incorporating pre-trained language models to uti-
lize contextual information of representative key-
words (Mekala and Shang, 2020).

Seed-word-based pseudo-labeling, however, is
heavily dependent on the existence of representa-
tive seed words in test samples. Seed-word-based
matching cannot fully utilize information in con-
textual language representations, because the clas-
sification of each document involves brittle global
hyperparameters such as the number of total seed
words (Meng et al., 2020b) or word embedding
distance (Wang et al., 2021).

In this work, we entirely forgo the seed word
generation process during pseudo-labeling. We
show that replacing seed-word generation with
entailment-based text classification is more reliable
and performant for text classification with weak
supervision.

2.2 Entailment based text classification

Textual entailment (Fyodorov et al., 2000; MacCart-
ney and Manning, 2009) measures the likeliness
of a sentence appearing after another. Since entail-
ment is evaluated to a probability value, the task
can be extended for use in text classification. In
entailment-based text classification, classification
is posed as a textual entailment problem: given
a test document, the system ranks the probabili-
ties that sentences each containing a possible class
label (hypotheses) will immediately follow the doc-
ument text. The class label belonging to the most
probable hypothesis is selected as the classification

prediction. A hypothesis for topic classification,
for example, could be “This text is about <topic>”.
The flexibility in prompt choices for constructing
the hypotheses makes entailment-based classifica-
tion extremely adaptable to different task types.

Although entailment-based sentence scoring is
popular in zero- and few-shot text classification
(Yin et al., 2019, 2020), the robustness of such ap-
proaches has recently been called into question (Ma
et al., 2021). Since entailment-based classifiers rely
heavily on lexical patterns, a large variance is ob-
served in classification performance across differ-
ent domains. We find that self-training commonly
found in weakly-supervised classification mitigates
such robustness issues in entailment-based classifi-
cation to a large degree.

3 The LIME Framework

LIME enhances the two-phase weakly-supervised
classification pipeline with an entailment-based
pseudo-labeling scheme.

Examples

Test sample (t) “I love the food."
Class label (c) “Positive"
Verbalizer "Positive" → “good”
Prompt "It was <verbalizer(hi)>."
Hypothesis (h) "It was good."

Table 1: Example test sample, class label, verbalizer,
prompt, and entailment hypothesis. Converting class
labels with a verbalizer is an optional procedure.

3.1 Phase 1: Pseudo-labeling

Textual entailment evaluates the likeliness of a hy-
pothesis h succeeding some text t.

Given C = {c1, c2, . . . , cn}, the set of all possi-
ble labels for t, we generate H = {h1, h2, . . . , hn},
the set of all entailment hypothesis. Every sentence
hi asserts that its corresponding ci ∈ C is the cor-
rect label for t. hi is constructed from a designated
prompt and an optional verbalizer for each dataset
(Schick and Schütze, 2021):

hi = prompt(verbalizer(ci))

Prompts dictate the wording of the hypotheses,
while verbalizers convert each class label into a ter-
minology better interpreted by entailment models.
Pseudo-label for t is chosen as ci that corresponds
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Dataset Type # of Classes Dataset size Prompt

20News News topic 5 17,871 The text is about <class label>.
AGNews News topic 4 120,000 The text is about <class label>.
Yelp Restarant review 2 38,000 It was good. / It was bad.
DBpedia Wikipedia topic 14 560,000 The text is about <class label>.

Table 2: Statistics for benchmark datasets.

to the pair (t, hi) with the highest entailment prob-
ability. Table 1 provides examples of verbalizers,
prompts, and hypotheses.

3.2 Phase 2: Self-training

We adopt a similar self-training approach as exist-
ing methods in weakly-supervised text classifica-
tion. We train a BERT-base model (Devlin et al.,
2019) with a sequence classification feed-forward
layer using pseudo-labels obtained in Phase 1.

We calculate the prediction confidence for each
pseudo-label ci assigned to t. Pseudo-labels under
a certain confidence threshold are discarded during
the text classifier training phase.

Confidence of label ci is defined as the softmax
over entailment probabilities of all hypotheses:

Confidence(ci) =
epi∑n
j=1 e

pj

where pi is the entailment probability for the text
pair (t, hi), obtained from the entailment model.

4 Experiments

4.1 Experimental setting

In every experiment, we use a publically available
BART-large model2 (Lewis et al., 2020) trained on
the MultiNLI (Williams et al., 2018) dataset as our
entailment classifier. We also discard pseudo-labels
with confidence under 50%. Although different
thresholds lead to higher final F1 scores, we report
results with confidence threshold of 50% for a fair
comparison with previous research.

4.2 Baselines

We compare LIME with both entailment-based
classification (Phase 1 without self-training) and
previous research on weakly-supervised text clas-
sification. We also include BERT trained with su-
pervision from original labels as a realistic upper
bound for weakly-supervised classification.

2https://huggingface.co/facebook/bart-large-mnli

WestClass (Meng et al., 2018) generates pseudo-
documents for each class label. ConWea (Mekala
and Shang, 2020) utilizes a pre-trained language
model to discern keywords that carry different
meanings under different contexts. LotClass
(Meng et al., 2020b) is a framework for text clas-
sification using only label names. LotClass mines
a pre-trained BERT model for seed words that are
most likely to replace each class name. X-Class
(Wang et al., 2021) is a state-of-the-art weakly-
supervised classification system that collects seed
words within the test documents instead of exter-
nal sources. Documents are then grouped with a
Gaussian Mixture Model before pseudo-labels are
assigned.

4.3 Datasets

We run LIME on standard benchmarks in weakly-
supervised classification: 20News (Lang, 1995),
AGNews (Zhang et al., 2015), Yelp reviews
(Zhang et al., 2015), and DBpedia (Zhang et al.,
2015). Detailed descriptions of each dataset, along
with specific prompts used, are recorded in Table 2.
We notably omit NYT datasets used in Meng et al.
(2020a) and Wang et al. (2021), because only pre-
processed (all lower-cased, pre-tokenized with a
specific tokenizer) versions of the data were avail-
able. It is not possible to meaningfully evaluate the
pseudo-labeling scheme in LIME if test samples
are tokenized by a tokenizer different from that
coupled with our entailment model.

5 Results

5.1 Classification performance

Final classification results are recorded in Table 3.
LIME outperforms all baselines in terms of micro-
and macro-F1 scores, even approaching the super-
vised baseline in the Yelp dataset.

We also find that training a new classifier with
pseudo-labels (Phase 2 of LIME) does not amplify
or propagate errors in incorrect pseudo-labels. The
final classifier consistently scores roughly 10 points
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Model 20News AGNews Yelp DBpedia

Supervised 96.45 / 96.42 93.99 / 93.99 95.70 / 95.70 98.96 / 98.96
Entailment classifier 67.95 / 67.50 79.94 / 79.99 94.79 / 94.79 80.14 / 79.27

WeSTClass 71.28 / 69.90 82.30 / 82.10 81.60 / 81.6 81.42 / 81.19
ConWea 75.73 / 73.26 74.60 / 74.20 71.40 / 71.20 N/A
LOTClass 73.78 / 72.53 86.89 / 86.82 87.75 / 87.68 86.66 / 85.98
X-Class 78.62 / 77.76 85.74 / 85.66 90.00 / 90.00 91.32 / 91.17
LIME 79.74 / 79.56 87.21 / 87.16 95.22 / 95.22 92.19 / 92.20

Table 3: Experiment results on 4 classification benchmarks. All reported scores in the form micro-F1 / macro-F1.
Baselines are quoted from (Wang et al., 2021).

higher in F1 scores compared to the entailment
classifier. Our results confirm findings from previ-
ous research that employ self-training to improve
classification robustness in low-resource regimes
(Mukherjee and Awadallah, 2020; Gowal et al.,
2021).

5.2 Effect of label confidence thresholds

Figure 1 plots the spread of pseudo-label confi-
dence produced in Phase 1 of LIME. We confirm
that higher average confidence from the entailment
classifier in Phase 1 robustly translates to higher
classification accuracy for both the entailment clas-
sifier and the self-trained classifier in Phase 2.

Figure 1: Histogram of pseudo-label confidence. More
confident pseudo-labels result in more accurate classifi-
cation self-training.

Another notable finding is that naively utilizing
only high-confidence labels does not always guar-
antee a more accurate classifier. A trade-off exists
between filtering out low-confidence labels and
retaining a sizable training corpus. We find that
confidence cut-off from 50% to 70% strikes a good
balance between the two obligations (Figure 2).

Figure 2: Effect of varying confidence thresholds on
self-training F1 scores.

6 Conclusions

LIME proposes a streamlined pseudo-labeling
method for weakly-supervised text classification.
The framework combines flexibility of entailment-
based classification with robustness of self-training.
The resulting text classifier outperforms previous
state-of-the-art in weakly-supervised classification.
We also investigate the effect of pseudo-label con-
fidence thresholds on self-trained classifier perfor-
mance. Entailment model confidence accurately re-
flects label accuracy, but size of the pseudo-training
set is also important for robust classification.

We identify several avenues for future research.
For a fair comparison with previous research,
we did not modify the self-training step with
more advanced neural classifier architectures or
confidence-aware self-training schemes (Mukher-
jee and Awadallah, 2020). Other auxiliary tasks,
such as question-answering (McCann et al., 2018)
or next sentence prediction (Ma et al., 2021) can
also extend the LIME framework as alternate
pseudo-classifiers.
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