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Abstract

Event extraction (EE) is one of the fundamental
tasks for information extraction whose goal is
to identify mentions of events and their partici-
pants in text. Due to its importance, different
methods and datasets have been introduced for
EE. However, existing EE datasets are limited
to formally written documents such as news
articles or scientific papers. As such, the chal-
lenges of EE in informal and noisy texts are not
adequately studied. In particular, video tran-
scripts constitute an important domain that can
benefit tremendously from EE systems (e.g.,
video retrieval), but has not been studied in EE
literature due to the lack of necessary datasets.
To address this limitation, we propose the first
large-scale EE dataset obtained for transcripts
of streamed videos on the video hosting plat-
form Behance to promote future research in
this area. In addition, we extensively evalu-
ate existing state-of-the-art EE methods on our
new dataset. We demonstrate that such sys-
tems cannot achieve adequate performance on
the proposed dataset, revealing challenges and
opportunities for further research effort.

1 Introduction

Event Extraction is an important task in the full
pipeline of Information Extraction. In EE, the goal
is to identify mentions/trigger words of events, and
their participants and attributes of interest. For in-
stance, in the sentence “Joe Biden was born on
November 20, 1942”, an event of Birth is men-
tioned. An event mention consists of two important
components: (1) Trigger: the word(s) that most
clearly refer to the occurrence of the event (e.g,
“born” in the above example); and (2) Argument:
the entity mentions involved in the event with some
role (e.g., “Joe Biden” with the role of Entity) or
attributes of the event (e.g., time and location).

Due to its importance, various methods and an-
notated datasets have been proposed for EE (Ahn,
2006; Nguyen and Grishman, 2015; Yang et al.,

2019; Wang et al., 2020). Also, with the prolifer-
ation of EE methods, datasets for EE have been
diversified to cover different domains and settings,
e.g., multiple domains (Walker et al., 2006), mul-
tiple languages, (Mitamura et al., 2016), literary
texts (Sims et al., 2019), cybersecurity texts (Man
Duc Trong et al., 2020), and events in long docu-
ments (Ebner et al., 2020). However, despite all
progress thus far, most of the available datasets for
EE are restricted to the domains of formally written
texts, e.g., news, reports, scientific papers, or books.
As such, the challenges for EE in other domains
with informal and noisy texts are less explored.
One of such domains that has not been studied be-
fore for EE involves video transcripts obtained by
automatic speech recognition (ASR) tools. Since
the such transcripts might be noisy, e.g., incom-
plete sentences, incorrect words selected by the
ASR tool, lack of correct punctuation and segmen-
tation, repeated words or sentences, etc., existing
EE models are not well evaluated and might not
perform well in this domain. This is unfortunate
as an effective EE model can be extremely helpful
for downstream applications that utilize video tran-
scripts. For instance, search engines can employ
events detected in a transcript to locate relevant por-
tion of a video to a query. It can also benefit video
summarization, knowledge base construction, and
script generation from videos. As such, it is neces-
sary to study the challenges and potential directions
for EE improvement in the video transcript domain.

Due to the lack of EE datasets for video tran-
script domain, we propose the first large-scale EE
dataset annotated for transcripts of streamed videos
on the popular video hosting platform Behance.
Videos in this platform are streamed by artists who
would like to share their creative projects using
Adobe Creative Cloud products (e.g., Photoshop,
Illustrator, etc). Videos have been first transcribed
using the Microsoft Automatic Speech Recognition
tool. In order to annotate the events mentioned in
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the video transcripts, we first define a taxonomy
of event types and their arguments for the domain
of creative projects (e.g., Add a shape, Modify the
color of an object, etc.). Using the pre-processed
transcripts and the provided event ontology, we
hire annotators with domain expertise to provide
high-quality annotation for event triggers and their
arguments. In addition, we employ the annotated
dataset to evaluate the performance of the state-
of-the-art (SOTA) EE models. Compared to the
domains with formally written texts, our analysis
shows that the current SOTA EE models fail to
achieve comparable performance on video tran-
scripts. This performance drop indicates the chal-
lenging nature of video transcripts and call for more
research effort for EE in this domain. We will pub-
licly release our dataset, called TranscriptEE, to
foster future research in this area.

2 Dataset

Data Collection: In this work, we propose to em-
ploy the videos streamed on the popular video-
hosting platform Behance1 to obtain transcripts
to be annotated for event mentions. Behance is
a platform in which artists can share their cre-
ative projects using Adobe Creative Cloud prod-
ucts (e.g., Photoshop, Illustrator, etc). Most of the
information is transmitted verbally in English in
these videos. Each video lasts from few minutes
to several hours. In the first step, we collect 370
videos with a total duration of 500 hours. On av-
erage, a video lasts 48 minutes. Next, for each
video, we employ the Microsoft Automatic Speech
Recognition tool to obtain transcripts of the videos.
A video transcript on average contains 7,219 words.
To facilitate the annotation process, following prior
work for EE dataset creation (Ebner et al., 2020),
we split the transcripts of the videos into chunks
(called paragraphs) of 5 consecutive utterances. In
total, 25,492 paragraphs are obtained for EE anno-
tation.
Annotation: To annotate the data, we first define
an ontology of event types and argument roles for
the domain of creative projects. Specifically, an
event is defined as an action that results in a visual
change in the project (e.g., changing the color of
an object, adding a new shape to an illustration,
modifying the texture of the surfaces in an image,
etc.). Concretely, we categorize the events into four
types: (1) Add: A new visual element is added to

1www.behance.net

the project; (2) Modify: One of the attributes of an
existing element (e.g., color, size, texture, etc.) is
changed; (3) Select: Some objects in the project are
selected using tools of editing programs (e.g., the
“Lasso” tool in Photoshop); and (4) Remove: An
object is removed from the project. For each event,
we also define their arguments, e.g., Tool, Object,
Color, etc. We present a description of event types
and arguments, along with their examples in Ap-
pendix A. To select paragraphs for annotation, we
design a set of keywords that are relevant to our
event types (e.g., “add”, “modify”, “select”, “pick”,
“remove”, “delete”). Paragraphs with the highest
matching rates for the keyword set are retained
for EE annotation. Overall, to accommodate our
budget, 2,162 top paragraphs are annotated in our
dataset.

We employ human annotation to find event men-
tions in the paragraphs of video transcripts. To
annotate event triggers, we follow prior work on
ED (Walker et al., 2006) to ask the annotators to
select the word or phrases (e.g., a phrasal verb) that
most clearly mention the occurrences of events.
Also, for event arguments, we require the annota-
tors to select the head words of the noun phrases
that refer to the arguments of events. Event triggers
and arguments can belong to different sentences in
the paragraphs in our dataset.

In this work, we leverage Upwork, a freelancer
platform, to hire expert annotators. The hired an-
notators have experience in both creative projects
(e.g., using photo editing programs such as Photo-
shop) and data annotation. We train the annotators
with the event ontology and designed examples.
Based on the performance of the annotators in a pi-
lot study, we select the final pool of five annotators.
To compute the inter-annotation agreement (IAA)
scores, 20% of the paragraphs are shared by the an-
notators for co-annotation while the remaining 80%
is distributed evenly for the annotators. As such,
annotators first independently identify event trig-
gers in the shared paragraphs, achieving an agree-
ment score of 0.812 for the Krippendorff’s alpha
(Krippendorff, 2011) with MASI distance metric
(Passonneau, 2006). Afterward, the annotators dis-
cuss to resolve conflict cases for the co-annotated
data, and then perform annotation individually on
the remaining data to produce the final version
of event triggers in our dataset. In the next step,
given the annotated triggers, annotators also inde-
pendently annotate event arguments for the shared

www.behance.net
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Statistics Total Train Dev Test
# Paragraphs 2162 1729 216 217
# Triggers 3180 2580 283 317
# Arguments 3427 2798 295 334
Avg. # Triggers / Sample 1.47 1.49 1.31 1.46
Avg. # Arguments / Trigger 1.59 1.62 1.37 1.54

Table 1: Statistics of TranscriptEE.

paragraphs, achieving the Krippendorff’s alpha of
0.783. Finally, conflict argument examples in the
co-annotated data are resolved and individual an-
notation on the rest of the data is done by the an-
notators to generate the final version of our dataset
TranscriptEE. As such, we achieve strong agree-
ment scores for both event trigger and argument an-
notation, showing the high quality of TranscriptEE.
To facilitate future research, we randomly split the
dataset into separate training, development, and
test sets with the ratio of 80/10/10, respectively.
The statistics for each data split along the entire
dataset are presented in Table 1.
Annotation Challenges: This section describes
some major challenges we encounter in the annota-
tion process for TranscriptEE. (1) False Triggers:
In some cases, the streamer discusses a general
action without actually doing the action. For in-
stance, in the sentence “Croping the images is very
easy in Photoshop”, the streamer mentions an edit
action (i.e., “cropping”) which can be considered
as a Modify event without implying actual imple-
mentation of such actions in his/her work. These
examples cause disagreements among the annota-
tors on whether an event trigger should be anno-
tated or not. To resolve this situation, we ask the
annotators to not annotate event triggers that the
streamer does not clearly imply their occurrence.
(2) Confusing Triggers: Depending on the object
of consideration, some event triggers can be in-
terpreted as either an Modify or Add event, thus
bewildering the annotators for correct annotation.
For instance, in the sentence “First, I create some
shadows for letters.”, the word “create” can refer
to an Add event with the object “shadow”; however,
it can also evoke the event type Modify with the
object “letters”. To resolve this conflict, we require
the annotators to select the more general event type,
i.e., the type Modify in our example.
Dataset Challenges: In addition to the typical chal-
lenges of EE (e.g., ambiguous triggers that can trig-
ger different event types depending on contexts), an
unique challenge of TranscriptEE for EE models
involves background knowledge. In particular, rec-
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Figure 1: Distribution of event types in the proposed
dataset TranscriptEE.
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Figure 2: Ratio of number of unique trigger words to
their frequency for each event type.

ognizing domain knowledge about technical terms
for editing programs in creative projects is neces-
sary for the models to make correct predictions in
TranscriptEE. For instance, in the sentence “We
prefer burn to make shadows darker”, to select the
word “burn” as the argument for the Modify event
trigger “make”, it is important for the models to
realize that “burn” is a tool name in Photoshop.
Dataset Analysis: In order to shed more light for
the proposed dataset TranscriptEE, we report the
distribution of the event types in Figure 1. This
figure shows that the Modify event type has the
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Figure 3: Distributions of number of event triggers per
paragraph.
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highest frequency in the dataset, followed by Add,
Select and Remove. Moreover, to study the chal-
lenging nature of each event type, we study the
ratio of the number of unique event triggers to the
frequency of each event type. The higher this ra-
tio, the more challenging the event type is as it
expresses more diverse ways to present an event in
the dataset. The results are presented in Figure 2.
This figure demonstrates that the Modify event type
employs the most diverse set of triggers followed
by the event type Remove. Considering the low
frequency of Remove with its high ratio of trigger
diversity, it also implies the challenging nature of
this event type. Finally, Figure 3 shows the distribu-
tion for the numbers of trigger words per paragraph
in TranscriptEE. As can be seen, while the major-
ity of the paragraphs have one trigger word, nearly
30% of the dataset involves more than one trigger
words. It thus suggests an opportunity to exploit the
corelation of event triggers and types to improve
EE performance on TranscriptEE.

3 Experiments

We study the performance of existing state-of-
the-art EE systems on the proposed dataset Tran-
scriptEE. Since EE consists of two sub-tasks, i.e.,
Event Detection (ED) and Event Argument Extrac-
tion (EAE), we consider two types of baselines:

(1) Pipeline Modeling: In this category, an ED
system is first employed to identify event triggers
with their types in the input text. Next, given
a predicted event trigger, an EAE system is uti-
lized to recognize arguments and their roles for
the event trigger. As such, we use the BERT
model (Devlin et al., 2019) as the baseline model
for ED and EAE in the pipeline approach as in
prior work (Yang et al., 2019; Wang et al., 2020).
Specifically, the input paragraph, in the form of
D = [[CLS], w1, . . . , wn, [SEP ]] with n words,
is first fed into the BERT model (the base cased ver-
sion) of the ED system to predict the triggers and
their types. The ED task is modeled as a sequence
labeling problem using the BIO tagging schema to
encode the labels for each word in D. Next, the pre-
dicted event type and trigger will be concatenated
with the input document D to be consumed by the
BERT model of the EAE system for argument pre-
diction, i.e., [Type, Trigger, [SEP ], w1, . . . , wn].
Here, Type and Trigger are predicted by the ED
system. The EAE task is also modeled as an se-
quence labeling for argument roles. In addition,

Model ED EAE
P R F1 P R F1

BERT 57.47 59.93 59.69 39.21 44.74 41.79
BERT+CRF 56.42 59.94 58.13 41.14 39.45 40.28

Table 2: ED and EAE performance of pipeline models on the
test set of TranscriptEE.

we study the performance of BERT+CRF model,
where a conditional random field (CRF) layer is
added on top of the BERT models for the ED and
EAE architectures for sequence labeling.

(2) Joint Modeling: In this category, the systems
jointly predict event triggers and their arguments
for an input text in an end-to-end fashion. As such,
we consider four typical joint models for EE. The
first two models employ similar architectures as
BERT and BERT+CRF where BERT is utilized to
encode the input paragraph D to produce represen-
tation vectors for each word. The word represen-
tations are then fed into a feed forward layer (and
a CRF layer in case of BERT+CRF) to identify
event trigger and argument spans with sequence la-
beling. Next, trigger and argument representations
are obtained by averaging the word representations
inside the detected spans. Finally, the trigger rep-
resentations are sent to a feed-forward network for
event type prediction while pairs of trigger and ar-
gument representations are consumed by another
feed-forward network to predict argument roles.
BERT and BERT+CRF are trained end-to-end
with the combined loss from different components.
Our third joint baseline involves OneIE (Lin et al.,
2020) that is similar to the BERT+CRF joint base-
line. However, instead of using greedy decoding as
in BERT+CRF, OneIE manually designs global
features to capture label dependencies among dif-
ferent IE tasks to improve beam search decoding.
Our fourth joint baseline explores FourIE (Nguyen
et al., 2021) that differs OneIE in that FourIE ex-
ploits instance and label dependencies to improve
representation learning in the training step (via
Graph Convolutional Networks and consistency
regularization). Note that we leverage the original
implementations and remove the relation extrac-
tion task from OneIE and FourIE for our joint
EE problem. OneIE and FourIE are among the
current state-of-the-art (SOTA) methods for EE.

Performance of the pipeline and joint models
is presented in Tables 2 and 3, respectively. The
joint models outperform their counterpart pipeline
systems. Specifically, BERT and BERT+CRF en-
joy 2.73 and 2.99 F1 point improvement for ED,
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Model ED EAE
P R F1 P R F1

OneIE 60.72 54.38 57.38 50.70 45.82 48.14
FourIE 58.48 59.95 59.21 52.55 46.44 49.31
BERT 61.19 63.70 62.42 52.43 51.02 51.72
BERT+CRF 60.98 61.26 61.12 51.65 50.15 50.89

Table 3: ED and EAE performance of joint models on the
test set of TranscriptEE.

and 9.93 and 10.61 F1 point improvement for EAE
respectively. This can be attributed to the shared pa-
rameters of BERT in joint BERT and BERT+CRF
that enrich the induced representation vectors to
improve the prediction. Also, among the joint mod-
els, the simpler methods BERT and BERT+CRF
actually perform better than the more complicated
models OneIE and FourIE that exploit label de-
pendency of the tasks for training and decoding.
This indicates that the methods to capture label de-
pendence in OneIE and FourIE are not helpful for
EE in TranscriptEE, thus calling for more research
effort to design more suitable EE models in this
domain. Finally, the performance of existing SOTA
methods for EE over TranscriptEE is still far from
being perfect that presents much room for future
research.

4 Related Works

Previous EE systems can be classified according to
the representation construction methods, i.e., fea-
ture engineering (Ahn, 2006; Liao and Grishman,
2010; Li et al., 2013) vs. deep learning for repre-
sentation learning (Nguyen and Grishman, 2015b;
Chen et al., 2015; Nguyen and Grishman, 2018;
Chen et al., 2018; Wang et al., 2019a), or the formu-
lation approaches, i.e., pipeline (Ahn, 2006; Yang
et al., 2019; Wang et al., 2019b) vs. joint models
(Yang and Mitchell, 2016; Nguyen and Nguyen,
2019; Lin et al., 2020; Nguyen et al., 2021, 2022).
A majority of prior EE work utilize the ACE 2005
(Walker et al., 2006) and TAC KBP datasets (Mi-
tamura et al., 2016) that focus on newswire article
domains. Recently, there have more efforts to cre-
ate EE datasets for more diverse domains, includ-
ing biomedical (Kim et al., 2011), literary (Sims
et al., 2019), cybersecurity (Man Duc Trong et al.,
2020), Wikipedia (Wang et al., 2020), multilingual
(Pouran Ben Veyseh et al., 2022; Lai et al., 2022),
history (Lai et al., 2021), and suicide understanding
(Guzman-Nateras et al., 2022). However, none of
such prior work and datasets explores EE for video
transcripts.

5 Conclusion

We present TranscriptEE, the first manually an-
notated dataset for EE for video transcripts. The
videos are obtained from the Behance platform
which is dedicated to sharing creative projects.
TranscriptEE contains more than 2,000 labeled
paragraphs for various edit events in creative
projects with high quality. Our analysis with state-
of-the-art EE models reveals challenging nature of
the dataset for future research.

Ethical Considerations

In this work we present a dataset on the transcripts
of a publicly accessible video-streaming platform,
i.e., “Behance"2. Complying with the discussion
presented by Benton et al. (2017), research with
human subjects information is exempted from the
required full Institutional Review Board (IRB) re-
view if the data is already available from public
sources or if the identity of the subjects cannot be
recovered. However, to protect the identity of the
streamer and any other person whose information
are shared in the video transcript, we impose extra
processing on the presented dataset before present-
ing it to annotators and publicly releasing it later.
First, in this dataset, we exclude username or any
other identity-related information of the streamers
in the transcripts to prevent disclosing their identity.
Moreover, the proposed dataset only provides tex-
tual data (i.e., paragraphs), hence the other content
of the videos (e.g., images, audios) are not revealed
(to annotators or users) to protect human identity.
Finally, to reduce the risk of disclosing the infor-
mation of the people mentioned in the transcripts,
in the final version of the dataset, we exclude the
transcripts that explicitly or implicitly refer to the
identify of the target people.
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A Event Types & Argument Roles

In this work, we define the event types based on
edit actions performed during a creative project.
Specifically, an event is change of state that can
potentially refer to a visual change in an image. As
such, we define four event types “Add", “Remove",
“Modify", and “Select". Their description and exam-
ples are presented in Table 4. Moreover, each event
type can involve multiple arguments. Argument
are the objects, tools and properties employed for
the edit action. The list of available argument roles
for each event type is presented in Table 5.

B Annotation Instruction and Tool

We present the instructions provided to the anno-
tators in Figure 4. In this work, we employ the
BRAT3 annotation tool (MIT License). A screen-
shot of the annotation tool is presented in Figure
5.

3https://brat.nlplab.org/

https://brat.nlplab.org/
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Figure 4: Annotation Instruction

Figure 5: Annotation Tool
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ID Type Description Example (triggers are highlighted)

1 Select
A “Select” event happens when an object is selected using one of
the selection tools.

• And this time I’m just going to be really, really kind of lazy
about it and use my Lasso tool to do some selections

• Let’s pick these leaves and do some fun edits on them!

2 Remove A “Remove” event happens when a part of the image is removed.

• We need to first get rid of these lower sections and add the
new sketch there.

• Okay, I just deleted all background shapes to make the
image cleaner.

3 Add An “Add” event happens when a new object is added to the image.
• We’re going to be very. Very carefully. Brushing alongside.

• The birds on the tree are easily added by my special brush.

4 Modify
A “Modify” event happens when an object of the image is
updated (e.g., resize, recolor, blur, etc.).

• What I’m going to do is to turn that ball to blue so it will be
matched with whatever we have over there.

• I first brightened its front side to give more depth to the
image.

Table 4: Event types along with their descriptions and examples in the proposed dataset.

ID Type:Argument Description
Example (arguments are highlighted and triggers are in
italic font)

1 Select:Tool The tool that is utilized to perform the select action.
And this time I’m just going to be really, really kind of lazy
about it and use my Lasso tool to do some selections

2 Select:Object The object that is selected. I’m gonna select the leaves using the magic tool.

3 Remove:Tool The tool that is utilized to perform the removal action.
Using the perspective crop, it’s super easy to get rid of
these buildings.

4 Remove:Object The object that is being removed.
Using the perspective crop, it’s super easy to get rid of
these buildings.

5 Add:Tool The tool that is utilized to add the new object. First, let’s add a single circle here using ellipse.
6 Add:Object The object that is added to the image. First, let’s add a single circle here using ellipse.
7 Modify:Old_Color Previous color of the object or image. We first start with this blue sky and turn it to dark blue.
8 Modify:New_Color New color of the object or image. We first start with this blue sky and turn it to dark blue.
9 Modify:Old_Size Old size of the object. Let’s make this giant 100-pixel bar shorter.
10 Modify:New_Size New size of the object. The hat overhear should be enlarged to 10 cm.

11 Modify:Tool The tool that is utilized to modify the object.
Use the color replacement tool to easily change the
background color.

12 Modify:Object The object that is modified. We first start with this blue sky and turn it to dark blue.

Table 5: Argument roles for each event type along with their descriptions and examples in the proposed dataset.
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