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Abstract

Aspect-based sentiment analysis (ABSA) aims
to distinguish sentiment polarity of every spe-
cific aspect in a given sentence. Previous re-
searches have realized the importance of inter-
active learning with context and aspects. How-
ever, these methods are ill-studied to learn
complex sentence with multiple aspects due
to overlapped polarity feature. And they do
not consider the correlation between aspects
to distinguish overlapped feature. In order to
solve this problem, we propose a new method
called Recurrent Inverse Learning Guided Net-
work (RILGNet). Our RILGNet has two
points to improve the modeling of aspect cor-
relation and the selecting of aspect feature.
First, we use Recurrent Mechanism to improve
the joint representation of aspects, which en-
hances the aspect correlation modeling iter-
atively. Second, we propose Inverse Learn-
ing Guidance to improve the selection of as-
pect feature by considering aspect correlation,
which provides more useful information to de-
termine polarity. Experimental results on Se-
mEval 2014 Datasets demonstrate the effec-
tiveness of RILGNet, and we further prove that
RILGNet is state-of-the-art method in multi-
aspect scenarios.

1 Introduction

Aspect-based sentiment analysis (ABSA) aims to
distinguish the orientation of sentiment existed on
every aspect (Liu, 2012). For example, in the
sentence: "Food is usually very good, though I
wonder about freshness of raw vegetables", as-
pect "raw vegetables" has negative polarity and
"food" has positive polarity. ABSA task consists
of two subtasks called aspect extraction and as-
pect sentiment classification (Zhang et al., 2018).
In this paper, we focus on aspect sentiment classi-
fication task and assume that aspects are known
(Majumder et al., 2018; Jiang et al., 2020). As
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shown in above case, multiple sentiment polari-
ties could exist in one sentence, which leads to the
overlapping use of multiple aspects when predict-
ing the polarity of current aspect (Du et al., 2019;
Jiang et al., 2020). We can see that sentiment po-
larity of "food" comes from word "good" which
implies positive. "raw vegetables" does not have
any words linked in above case. However, con-
junction "though" determines sentiment polarity
of "raw vegetables" which implies negative. Fea-
ture about "good" is overlapped by these two as-
pects and conjunction "though" leads to different
sentiment polarity between "food" and "raw veg-
etables". In this case, two aspects exhibit high cor-
relation. Therefore, modeling the correlation be-
tween multiple aspects is a suitable way to distin-
guish overlapped feature. From the above case, it
is not difficult to see that aspect correlation comes
from these sources: aspects, their sentiment polari-
ties and conjunctions. Conjunction establishes cor-
relation between aspects. If model learns correla-
tion between aspects, it can make right predition
of "raw vegetables" from the feature of "food".

Previous works have been devoted to introduce
attention mechanism into neural network and great
progress has been made (Wang et al., 2016; Ma
et al., 2017). Self-attention-based models such
as BERT (Devlin et al., 2019) have been applied
to ABSA by using BERT as an encoder (Yu and
Jiang, 2019; Lin et al., 2019). To handle the over-
lapped aspect feature, some works aim at decou-
pling overlapped feature for every aspect. Du et al.
(2019) uses a Capsule Network and Interactive
Attention to decouple overlapped feature for pre-
dicted aspect. In another way, Majumder et al.
(2018) tries to model inter-aspect relation by learn-
ing every aspect feature respectively. However,
these methods only use aspect (e.g., "food") and
not use sentiment polarity (e.g., "positive"). As-
pect and sentiment polarity both reflect aspect cor-
relation. Considering aspect correlation is an ef-
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fective way to determine the polarity of aspect that
is not easy to find linked words. We find that in-
verse learning (Zhou and Small, 2021; Putzky and
Welling, 2017) is a suitable way to excavate the
correlation from aspect and sentiment polarity be-
cause it learns from input (aspect and sentiment
polarity) to output (generated sentence). And gen-
erated sentence is same with aspect and sentiment
polarity (Radford et al., 2018; Luong et al., 2015)
in correlation.

In this paper, we design a Recurrent Inverse
Learning Guided Network (RILGNet) to improve
the performance of ABSA task through modeling
aspect correlation. Our RILGNet has two point
to improve aspect correlation modeling and aspect
feature selecting. First, we use Recurrent Mech-
anism (Kolluru et al., 2020) to learn aspect joint
representation and model aspect correlation. And
we use the correlation and representation to make
current prediction. Recurrent Mechanism can find
clear stated aspect polarities ("food" and positive
in above sentence), and then use them to re-find in-
direct aspect polarities ("raw vegetables" and neg-
ative). For this purpose, Recurrent Mechanism is
a suitable way. Second, we use Inverse Learning
Guidance (ILG) to excavate the correlation from
aspects and sentiment polarities. We use inverse
learning to generate a sentence by using aspect-
polarity combination. We consider the difference
between the given sentence and the generated sen-
tence embedding by calculating mean squared er-
ror (MSE) and its gradient. This gradient ex-
presses difference in correlation between the pre-
diction and the ground-truth. We fuse this gradi-
ent to aspect joint representation, which makes the
selection of aspect feature focus more on high cor-
relation aspects. We show that RILGNet achieves
83.70% and outperforms state-of-the-art method
by 1.34% on average in SemEval 2014 two dis-
tinct domains: laptop and restaurant. And we also
prove that RILGNet is state-of-the-art method in
multi-aspect scenarios.

The main contributions are as follows: (1) RIL-
GNet improves the performance of ABSA task by
modeling aspect correlation from aspect and senti-
ment polarity. (2) We design an ILG to get guid-
ance about how aspect joint representations are
modified and how features are selected from cur-
rent prediction. (3) Experimental results show that
our method outperforms state-of-the-art method
on SemEval 2014 Datasets, especially in multi-

aspect scenarios.

2 Related Works

The traditional methods of ABSA find optional
words about aspect in sentence, and then get
the corresponding sentiment through special de-
signed aspect features such as sentiment lexi-
con, n-grams, and dependency information, which
is labor-intensive (Boiy and Moens, 2009; Kir-
itchenko et al., 2014). Meanwhile, the quality of
feature directly affects classification accuracy.

Motivated by attention mechanism in the field
of deep learning, some ABSA’s works focus on
integrating attention into neural network, such as
RNNs (Wang et al., 2016; Chen et al., 2017) and
memory networks (Ma et al., 2017; Majumder
et al., 2018), to learn attention distribution of dif-
ferent aspects and extract aspect-aware sentence
representation. Most recently, self-attention-based
models such as BERT (Devlin et al., 2019) have
been applied to ABSA by using BERT as the
embedding layer (Yu and Jiang, 2019; Lin et al.,
2019). These works effort to focus on understand-
ing the context based on aspect and have achieved
great performance improvement.

Besides the above works, Chen et al. (2020);
Zhang and Qian (2020); Tay et al. (2018); Li et al.
(2019); Mao et al. (2019) use syntactic informa-
tion and improved semantic understanding to im-
prove end-to-end performance. Graph-based mod-
els are applied in ABSA task by utilizing word
relations through dependency parses to facilitate
the task with better semantic guidance for analyz-
ing context and aspect words (Tian et al., 2021;
Wang et al., 2020; Li et al., 2021; Hou et al.,
2021). They realize that the overlapped feature
about multi-aspect is ignored when the model pre-
dicts current aspect. Majumder et al. (2018) cal-
culates the aspect-aware sentence representation
for every aspect in a sentence, which models the
inter-aspect relation in a sentence for handling the
overlapped feature from aspect information. Du
et al. (2019) uses a Capsule Network and Interac-
tive Attention to decouple overlapped feature to
predicted aspect. Jiang et al. (2020) uses mutual
enhanced transformation to obtain more effective
representation of aspect and context for handling
overlapped feature. However, unlike our proposed
method, they only use aspect information without
sentiment polarity information. Aspect and senti-
ment polarity both reflect aspect correlation.
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Figure 1: The overall framework of RILGNet and Sentence-Aspect Joint Representation. When the recurrent
round is 1, the output of Inverse Learning Guidance is 0.

3 Proposed Method

In this section, we formalize the task and describe
proposed Recurrent Inverse Learning Guided Net-
work (RILGNet) in detail. The input and output of
ABSA task are as follows:
Input : We give a sentence S = [w1, w2, ..., wN ],
known aspect set A = [A1, A2, ..., AK ] and every
aspect Ai = [a1, a2, ..., aM ], where N and M are
the maximum number of sentence and aspect word
respectively, K is the maximum number of aspect.
Output : Sentiment Classification Result y ∈
{positive, negative, neutral} for each predicted
aspect Ai.

The framework of RILGNet is shown in Fig-
ure 1 (a). It can be roughly divided into two
parts, namely Sentence-Aspect Joint Representa-
tion (SAJR) and Recurrent Mechanism. Recurrent
Mechanism can be further divided into two steps:
Aspect Correlation Modeling and Inverse Learn-
ing Guidance. The core idea is how to model as-
pect correlation in A about Ai and how to use cor-
relation to discriminate overlapped feature and de-
termine sentiment polarity y. In the tth recurrent
round, RILGNet uses sentence S and aspect set A
to obtain the SAJR JA = [jA1 , jA2 , ..., jAK

]. Then
RILGNet sends JA and A to Recurrent Mecha-
nism and get current prediction yt. We choose yT
as final prediction.

3.1 Sentence-Aspect Joint Representation

Different words in a sentence don’t contribute
equally to sentimental information for a current

aspect (e.g., adjectives often contribute more than
verbs). This requires a sentence representation to
reflect the sentiment of different aspect. As shown
in Figure 1 (b), we design Sentence-Aspect Joint
Representation (SAJR) to achieve this. We get sen-
tence representation SE = [se1, se2, ..., seN ] ∈
RN×D from sentence S and aspect representation
AEi = [ae1,i, ae2,i, ..., aeM,i] from aspect Ai by
BERT (Devlin et al., 2019) firstly, where D is the
size of hidden state in BERT. For multi-word as-
pect, AEi is averaged by AEi. Then we concate-
nate SE and AEi in all words for SAi ∈ RN×2D:

SAi = [se1;AEi, se2;AEi, ...seN ;AEi] (1)

In order to differentiate which word contributes
more to the sentiment, we utilize an attention
layer to obtain sentence-aspect joint representation
jAi ∈ RD, indicating which word is important for
Ai:

z = SAiWs + bs (2)

α = softmax(z) (3)

jAi = Dense(αTSAi) (4)

where z = [z1, z2, ..., zN ] ∈ RN , α ∈ RN , Ws

and bs are trainable matrices. jAi ∈ RD and JA =
[jA1 , jA2 , ..., jAK

].

3.2 Aspect Correlation Modeling

We design Aspect Correlation Modeling (ACM)
to learn aspect joint representation, then use it to
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Figure 2: The overall framework of Aspect Correlation
Modeling. When recurrent round is 1, ▽JA|y0

is 0.

model aspect correlation and get current predic-
tion yt. Specially, as shown in Figure 2, we use
a bi-LSTM to get current aspect joint representa-
tion AJA,t = [ajA1,t , ajA2,t , ..., ajAK,t

] ∈ RN×D

at tth recurrent round following Majumder et al.
(2018):

IJRt−1 = tanh(▽JA|yt−1
Wy + by) (5)

AJA,t = biLSTMa(AJA,t−1 + IJRt−1) (6)

where AJA,0 is JA from Equation (4) and ▽JA|y0
is 0, Wy and by are trainable matrices, ▽JA|yt−1

is inverse learning guided gradient from (12). We
will introduce this gradient in the next section.

After this, in order to get aspect correlation be-
tween Ai and other aspects, we employ an atten-
tion layer between every aspect query representa-
tion jAi and AJA,t as:

zc = jAi(AJA,t)
T (7)

βt = softmax(zc) (8)

where zc = [zc,1, zc,2, ..., zc,K ] ∈ RK×1, βt =
[βt,1, βt,2, ..., βt,K ] ∈ RK×1 and jAi comes from
(4). Here, βt measures the aspect correlation, stat-
ing the contribution of A to predicting Ai. It is
worth noting that correlation score βt does not in-
dicate positive or negative correlation between dif-
ferent aspects, but only indicates how siginificant
correlation is achieved.

Then, we obtain the aspect joint representative
output vector outputt ∈ R1×D by:

outputt = (βt)
TAJA,t (9)

Finally, aspect query representation jAi is added
with outputt to generate refined aspect representa-
tion, and is passed to a softmax classifier as:

oji,t = softmax((jAi +outputt)Wp+ bp) (10)

yi,t = argmax(oji,t) (11)

where Wp and bp are trainable matrices. yi,t is cur-
rent prediction for Ai, and we concatenate all yi,t
for every aspect Ai to get current prediction yt.
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Figure 3: The overall framework of Inverse Learning
Guidance.

3.3 Inverse Learning Guidance

The motivation of Inverse Learning Guid-
ance (ILG) is to provide prompt to model aspect
correlation by excavating aspect and sentiment
polarity. This prompt can give feedback on
how aspect correlation is disturbed from current
prediction yt. We use the idea of inverse learning
(Zhou and Small, 2021; Putzky and Welling,
2017) to correct the disturbed aspect correlation.
It can set aspect-polarity combination as input
to generate sentence Ŝ which is same with yt
about aspect correlation. The difference between
Ŝ and given sentence S is an embodiment for the
difference between yt and the ground-truth ŷ in
aspect correlation.

The inverse learning model is implemented by
GPT-2, which has shown effective at generating



6891

the textual language based on specific informa-
tion(Radford et al., 2018). If GPT-2 can generate a
sentence that is more similar to the given sentence
in semantics, prediction yt will be closer to the
ground-truth ŷ and yt will have more similar as-
pect correlation with ŷ. Conversely, when the gen-
erated sentence is quite different from the given
sentence, despite some noise, ILG can reflect the
difference by high or low gradient because of the
inconsistent aspect-polarity combinations. Gradi-
ent guides the selection of features to focus more
on high correlation aspect. GPT-2 is finetuned by
inverting the input and output of training data. The
parameters of GPT-2 will be fixed during training
process. The details of the structure and training
for GPT-2 is in Section 4.2.

The structure of ILG is shown in Figure 3.
Specifically, we use a template like "[A1: polar-
ity, A2: polarity, ..., AK: polarity.]" to generate a
sentence Ŝ, and polarities come from yt. We then
use the Ŝ and A to get ĴA = [ ˆjA1 , ˆjA2 , ..., ˆjAK

] ∈
RK×D. We select the mean squared error (MSE)
to reflect aspect-level difference between ĴA and
JA about aspect correlation. And we calculate its
gradient as output of this step, which is defined as
▽JA|yt−1

∈ RK×D:

▽JA|yt−1
= ∇(

1

D

D∑
d=1

( ˆJA,d − JA,d)
2) (12)

where D is the dimension of sentence embedding.
▽JA|yt−1

expresses the difference about correla-
tion between S and Ŝ. We fuse ▽JA|yt−1

to ACM
in (5) and (6), which makes the selection of aspect
features focus more on high correlation aspects.

3.4 Training

We train RILGNet using Cross Entropy as loss
function at every recurrent round and averaging
them as:

L = − 1

NT

T∑
t=1

N∑
n=1

ŷnlogynt (13)

where ŷn is the ground-truth, ynt is the prediction
in round t, N is the number of samples and T is the
maximum recurrent round.

4 Experiment

4.1 Datasets

We evaluate our model with SemEval-2014 ABSA
dataset 1 (Pontiki et al., 2014). It contains two
domain datasets: Laptop and Restaurant. Table
2 shows the count of samples in total and multi-
aspect sentences.

4.2 Implements

BERT: BERT Encoder employs a pre-trained
BERT-based model ("BERT-base-uncased") for
fine-tuning (Devlin et al., 2019). The hidden state
size is 768 and the number of self-attention layers
is 12. The total number of parameters for the pre-
trained BERT model is 110M in our experiments.
The length of word list is 30,522. The max se-
quence length is 100. We used the last hidden state
of BERT for word representation and fine-tuned
them on our method. The batch size is 128 in train-
ing and 64 in testing. RILGNet is trained by the
Adam optimizer (Kingma and Ba, 2015) with the
default configuration with 20 epochs. The learning
rate is 5× 10−5 in RILGNet.

GPT-2: In the ILG part, we use pre-trained
GPT-2 (Radford et al., 2018) to generate a sen-
tence. We finetune GPT-2 by using a sentence
as "[A1: polarity, A2: polarity, ..., AK: polar-
ity.]" to get generated sentence. Ai and their polar-
ities come from ground truth. Finally, we use the
Corss Entropy as loss function by predicting the
next word. We train our model in 20 epochs with
batch size 4, and the learning rate is 1.5 × 10−4

with same Adam optimizer in other parts of RIL-
GNet. The hidden state size is 768, the number
of self-attention heads is 12. The max sequence
length is 100, which is same with BERT. And we
fix the parameter of GPT-2 when we train the other
side. We use Top-5 Sampling to get next candidate
word when generating sentence. We choose next
word in their probabilities on these five words.

Aspect Correlation Modeling: In this step, the
hidden state size of the bi-LSTM is 768 with one
layer. The classifier is a Fully Connected Layer,
and the output size is the known aspect set size ×
3(Positive, Negative, Neutral).

4.3 Compared Methods

We compare our method with the following base-
line methods:

1http://alt.qcri.org/semeval2014/task4
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Model
Laptop Restaurant

Accuracy Macro-F1 Accuracy Macro-F1
SVM (Kiritchenko et al., 2014) 70.49 - 80.16 -
AE-LSTM (Wang et al., 2016) 68.90 - 76.60 -
ATAE-LSTM (Wang et al., 2016) 68.81 63.11 77.68 64.89
IAN (Ma et al., 2017) 72.57 66.73 78.48 67.55
Cabasc (Liu et al., 2018) 75.07 - 80.89 -
IARM (Majumder et al., 2018) 73.80 - 80.00 -
TNet-LF (Li et al., 2018) 75.08 69.78 80.18 70.06
HGMN (Ran et al., 2019) 76.67 72.22 82.33 73.34
IACapsNet (Du et al., 2019) 76.80 73.29 81.79 73.40
METNet (Jiang et al., 2020) 78.37 74.93 82.50 73.92
DualGCN+BERT (Li et al., 2021) 81.80 78.10 87.13 81.16
GraphMerge (Hou et al., 2021) 81.35 78.65 87.32 81.95
RILGNet w/o Inverse Learning Guidance 81.50 79.02 86.79 80.51
RILGNet 83.70 80.13 88.13 82.66

Table 1: The performance of RILGNet on SemEval-2014 ABSA dataset with best performances bolded. "-"
indicates not reported in the original paper.

Domain
Train Test

Total MA Total MA
Laptop 2328 1396 638 379

Restaurant 3608 2595 1120 835

Table 2: The number of samples in SemEval-2014
ABSA datatsets. MA means the multi-aspects sentence
in datasets.

SVM (Kiritchenko et al., 2014): It is a tradi-
tional support vector machine (SVM) based model
to get the feature about aspect and sentiment.

AE-LSTM (Wang et al., 2016): AE-LSTM is
an attention-based LSTM model, which uses atten-
tion mechanism to get the correlation between ap-
sect and words in sentence.

ATAE-LSTM (Wang et al., 2016): ATAE-
LSTM is an upgraded version about AE-LSTM. It
adds the aspect embedding to the model in order
to consider the importance of aspect term to senti-
ment.

IAN (Ma et al., 2017): IAN interactively learns
the context and aspect and extract the feature about
sentence and aspect separately.

Cabasc (Liu et al., 2018): Cabasc employs two
attention enhancement layers to learn the word or-
der information, aspect information and the corre-
lation between aspect and word in sentence.

IARM (Majumder et al., 2018): IARM ob-
tians aspect-aware sentence representations for all
aspects in a sentence to predict the sentiment po-

larity of current aspect.
TNet-LF (Li et al., 2018): TNet-LF computes

the importance of each aspect term based on sen-
tence word rather than the whole sentence dynam-
ically.

HGMN (Ran et al., 2019): HGMN gets
the aspect-specific text spans in sentence instead
of only the aggregated contextual representation
based on attention layer.

IACapsNet (Du et al., 2019): IACapsNet uses
the Capsule Network and Interactive Attention to
decouple the overlapped feature about multi as-
pects in a sentence.

METNet (Jiang et al., 2020): METNet uses
the mutual enhanced transformation to improve
the learning of aspect and fuses the aspect and sen-
tence information by gated convolutional network.

DualGCN+BERT (Li et al., 2021): It uses a
dual graph convolutional network that considers
the complementarity of syntax structures and se-
mantic correlations simultaneously.

GraphMerge (Hou et al., 2021): It uses a
graph ensemble technique, to make use of the pre-
dictions from different parsers, combining the de-
pendency relations from different parses.

5 Results

We show the results about different experiments
below:
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Model
Laptop# Restaurant#

Accuracy Macro-F1 Accuracy Macro-F1
TNet-LF (Li et al., 2018) 74.80 67.34 80.31 69.35
IARM (Majumder et al., 2018) 74.10 - 80.48 -
METNet (Jiang et al., 2020) 77.95 73.80 82.59 73.92
RILGNet w/o Inverse Learning Guidance 79.15 77.81 86.59 80.33
RILGNet 81.27 78.72 88.02 82.61

Table 3: The performance of RILGNet on Laptop# and Restaurant# with best performances bolded. "-" indi-
cates not reported in the original paper.

5.1 Overall Comparison

We assess the overall performance by compar-
ing RILGNet with state-of-the-art methods on
SemEval-2014 ABSA dataset. It is evident from
the results that RILGNet outperforms all the base-
lines in Table 1 in both of the domains. Graph-
Merge (Hou et al., 2021) achieves the best re-
sults on Laptop Marco-F1 and Restaurant all met-
rics due to its progressive graph ensemble tech-
nique, making use of the predictions from different
parsers and combining the dependency relations
from different parses. RILGNet gets bigger im-
provement in laptop domain (2.35% on Accuaracy
and 1.48% on Marco-F1), compared to restaurant
domain (0.81% on Accuracy and 0.71% on Marco-
F1). This shows that the conbination of aspect cor-
relation modeling and inverse learning guidance
in Recurrent Mechanism has overall positive influ-
ence on sentiment classification.

In addition, in order to highlight the advantage
of RILGNet in multi-aspect scenarios about han-
dling overlapped feature, we conduct further ex-
periments. We delete the single-aspect sentences
in two domain test set and sign the new datasets as
Laptop# and Restaurant# same with Jiang et al.
(2020). We report the results of TNet-LF, IARM,
METNet and our RILGNet in Table 3. RILGNet
achieves significant improvements in two domains,
which indicates the effectiveness of RILGNet in
multi-aspect scenarios.

5.2 Ablation Study

We evaluate that Inverse Learning Guidance is ef-
fective for ABSA task by comparing RILGNet and
RILGNet without(w/o) Inverse Learning Guid-
ance. In order to prove above point, we conduct
ablation experiments. As shown in Table 1, Com-
pared with RILGNet w/o Inverse Learning Guid-
ance, RILGNet achieves 2.2%, 1.34% in Accu-
racy, and 1.11%, 2.15% in Marco-F1 improve-

The number of
recurrent round

Laptop Restaurant
Acc F1 Acc F1

1 82.75 78.83 85.53 78.76
2 81.81 76.62 85.89 79.29
3 83.70 80.13 86.79 80.55
4 81.97 77.43 87.77 82.06
5 81.97 77.43 88.13 82.66
6 82.44 78.41 86.52 80.00
7 81.50 76.51 85.98 79.91

Table 4: The performance of RILGNet about differnent
recurrent round from 1 to 7 on Laptop and Restaurant
datasets with best performances bolded.

ments on Laptop and Restaurant datasets respec-
tively, which proves the effectiveness of the In-
verse Learning Guidance.

We also conduct ablation experiments in multi-
aspect scenarios. In Table 3, RILGNet achieves
2.12% and 1.43% in Accuracy and 0.91% and
2.28% in Marco-F1 improvements on Laptop#

and Restaurant# datasets compared with RIL-
GNet w/o Inverse Learning Guidance, which ef-
fectively proves the importance of Inverse Learn-
ing Guidance in multi-aspect scenarios.

Besides, in order to highlight the advantage of
our Recurrent Mechanism, we evaluate the effect
of recurrent round number T. Specifically, we con-
duct the experiments on Laptop and Restaurant
datasets and T varies from 1 to 7. In Table 4,
we can see that RILGNet achieves the best results
when T is 3 in Laptop and T is 5 in Restaurant re-
spectively. We find that irregular recurrent perfor-
mance showns on RILGNet in restaurant. Certain
recurrent round could yield higher quality repre-
sentation than others, which is more stable in lap-
top.
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(a) Partial attention Weight for aspect “drinks”.

(b) Partial attention Weight for aspect “lychee martini”.

(c) Partial attention Weight for aspect “food”.

Figure 4: The partial attention weight of all aspect for sentence "I love the drinks, esp lychee martini, and the food
is also very good." because of too long sentence. The other part has no higher attenion score than this part.

5.3 Case Study
In order to evaluate how aspect correlation is
learned by RILGNet, we select one sample from
test set to visualize the correlation score β from
Equation (8) and attention score α from (3) about
best trained RILGNet. It is worth noting that cor-
relation score β does not indicate positive or nega-
tive correlation between different aspects, but only
indicates how siginificant correlation is achieved.

drinks

lychee martini

food

Figure 5: The correlation score between three aspects
from the sentence "I love the drinks, esp lychee martini,
and the food is also very good."

In the sentence "I love the drinks, esp lychee
martini, and the food is also very good.", there are
three aspect: "drinks", "lychee martini" and "food"
with positive polarities, and RILGNet makes all
right prediction. "lychee martini" has high correla-
tion with "drinks" because of conjunction "esp".

As shown in Figure 4, the aspect joint repre-
sentation of "drinks" from SAJR pays more atten-
tion to the word "love", "food" pays more to the
word "good" and "lychee martini" doesn’t obvi-
ously pay high attention to optional words, which
means that model doesn’t know the sentiment of
"lychee martini" only by SAJR. But model makes

right prediction on "lychee martini". We consider
that other parts of RILGNet models aspect correla-
tion between these three aspects by handling over-
lapped feature of word "good".

To evaluate aspect correlation modeling, we
show the correlation score β from (8). As shown
in Figure 5, the top expresses correlation score be-
tween "drinks" and others, middle expresses "ly-
chee martini" and low expresses "food". Aspect
"lychee martini" has high β with "drinks" in mid-
dle. From Equation (9), we can see that RILGNet
knows that the feature of "drinks" is more impor-
tant than others when model determines the po-
larity of "lychee martini". β about "food" and
"drinks" is high with itself. There is no doubt that
our RILGNet can model correlation between these
aspects: there is a siginificant correlation between
"drinks" and "lychee martini", and correlation be-
tween "food" and others is weak.

with ILG

w/o ILG

Figure 6: The correlation score of "lychee martini" on
RILGNet and RILGNet w/o ILG.

Besides, we also show correlation scores be-
tween RILGNet and RILGNet w/o ILG of "lychee
martini" in Figure 6. We can see that RILGNet
w/o ILG gets highest score in "drinks". But it also
considers some information from "lychee martini"
and "food", which is not useful for sentiment clas-
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sification. As a contrast, RILGNet has higher
score than RILGNet w/o ILG in "drinks", meaning
that ILG could make the selection of feature focus
more on high correlation aspects (eg,. "drinks").
To sum up, these results prove that RILGNet could
model aspect correlation and ILG could make the
selection of feature focus more on high correlation
aspect with the guidance of aspect correlation.

6 Conclusion

In this paper, we propose a Recurrent In-
verse Learning Guidance Network (RILGNet) to
solve ABSA task by modeling aspect correlation.
Firstly, in order to solve the problem of overlapped
aspect feature, we design a Recurrent Meshanism
to learn aspect joint representation and model as-
pect correlation. Secondly, RILGNet uses Inverse
Learning Guidance to give feedback on how cur-
rent predition reflect aspect correlation by gradi-
ent iteratively. Experimental results demonstrate
the effectiveness of RILGNet for ABSA. And RIL-
GNet also performs well in multi-aspect scenarios
especially. Above all, modeling aspect correlation
or label correlation will be useful for other NLP
tasks.
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