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Abstract

Due to the increasing use of service chatbots
in E-commerce platforms in recent years, cus-
tomer satisfaction prediction (CSP) is gaining
more and more attention. CSP is dedicated
to evaluating subjective customer satisfaction
in conversational service and thus helps im-
prove customer service experience. However,
previous methods focus on modeling customer-
chatbot interaction across different turns, which
are hard to represent the important dynamic sat-
isfaction states throughout the customer jour-
ney. In this work, we investigate the problem
of satisfaction states tracking and its effects on
CSP in E-commerce service chatbots. To this
end, we propose a dialogue-level classification
model named DialogueCSP to track satisfac-
tion states for CSP. In particular, we explore
a novel two-step interaction module to repre-
sent the dynamic satisfaction states at each turn.
In order to capture dialogue-level satisfaction
states for CSP, we further introduce dialogue-
aware attentions to integrate historical informa-
tive cues into the interaction module. To evalu-
ate the proposed approach, we also build a Chi-
nese E-commerce dataset for CSP. Experiment
results demonstrate that our model significantly
outperforms multiple baselines, illustrating the
benefits of satisfaction states tracking on CSP.

1 Introduction

Customer satisfaction prediction (CSP) in E-
commerce service chatbots is dedicated to deter-
mining the customer satisfaction level such as
strongly satisfied, satisfied, neutral, dissatisfied,
or strongly dissatisfied with a specific conversa-
tional service she/he has just received, as shown
in Figure 1. Due to the increasing use of service
chatbots in E-commerce platforms in recent years
(Song et al., 2019; Bodigutla et al., 2020), CSP
is gaining more and more attention in the field of
natural language processing. On the one hand, to

∗Corresponding author.

 以上都不是
 

不好意思没能理解您的意思，请您再描
述一下呢？ 

申请开发票 

您的订单（xxx）已申请开发票，将在一
个工作日内完成...

1 .联系人工客服                      
2 .咨询其他问题

Dialogue-level Satisfaction: Satisfied

Ask for order ID: xxx good ID: xxx

What’s the problem?                      
…
4 . None of the above

None of the above

Sorry, I can’t understand, 
can you describe it again?

Apply for an invoice

Okay

1. switch to human service
2. ask other questions

Your order (XXX) has applied 
for an invoice ...

(1)

(2)

(3)

(4)

normalize 
 problem 

 analyze 
 problem 

    solve 
 problem 

咨询订单号：xxx 商品ID：xxx

请问您是想咨询以上订单的什么问题呢?                      
…
4 . 以上都不是

 以上都不是

申请开发票

好的

不好意思没能理解您的意思，请您再描
述一下呢？ 

您的订单（xxx）已申请开发票，将在
一个工作日内完成... 

1 .联系人工客服                      
2 .咨询其他问题

Figure 1: An example of the CSP task. Customer sat-
isfaction states (smiling or crying face) keep changing
throughout the customer journey, contributing to the
dialogue-level satisfaction.

deliver an effective conversational service and fur-
ther enhance the ability of service chatbots, it is
crucial to understand whether customers are sat-
isfied with chatbot responses. On the other hand,
CSP provides a straightforward way to dynamically
monitor the performance of customer-chatbot inter-
actions in terms of customer satisfaction and thus
helps to intervene in problematic conversational
services immediately (Liang et al., 2021). Once it
is recognized that the customer is dissatisfied, we
can immediately switch to manual service, so as to
improve customer service experience and reduce
customer churn (Yao et al., 2020).

Existing research on CSP focuses on two differ-
ent tasks, namely the turn-level CSP (Pragst et al.,
2017) and the dialogue-level CSP (Ultes, 2019).
The former aims to determine the customer satis-
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faction at each turn of customer-chatbot interaction
while the latter is a task to predict the overall cus-
tomer satisfaction with the whole dialogue. As
shown in Figure 1, in a real scenario of conver-
sational service, a few customers are willing to
give their feedback after service. Obviously, ask-
ing customers for turn-level feedback will undeni-
ably lead to poor customer experience (Park et al.,
2020). Therefore, in this study, we concentrate on
the dialogue-level CSP.

Many approaches have been proposed for CSP
with a focus on conversational context represen-
tation and customer-chatbot interaction modeling.
While earlier works exploit manual features or
recurrent neural networks (RNNs) to represent
conversational context (Walker et al., 1997; Yang
et al., 2010; Jiang et al., 2015; Choi et al., 2019),
recent studies exert more efforts on modeling
customer-chatbot interaction with attention mecha-
nisms (Song et al., 2019) or similarity-based meth-
ods (Yao et al., 2020). Although these studies have
greatly promoted the progress of the CSP tech-
nique, most of them concentrate on the interaction
between customer questions and chatbot answers
across different turns. However, chatbot answers
from future turns are invisible to customers in a real
scenario, so these methods are hard to represent
important satisfaction states during the customer
journey.

Actually, customer satisfaction states arise from
customer-chatbot interaction and are dynamically
changing throughout the customer journey (Lemon
and Verhoef, 2016; Lee et al., 2020; Kvale et al.,
2020). As shown in Figure 1, the customer is first
dissatisfied at the turn (2) and then becomes sat-
isfied at the turn (4) when the problem is solved
smoothly, resulting in an overall satisfaction level
satisfied. Furthermore, integrating historical con-
text is helpful for representing the satisfaction
states at each turn. For example, in the dialogue in
Figure 1, the customer asks a more detailed ques-
tion at the turn (3) based on the preceding response
"describe it again" from the chatbot.

To address the aforementioned issues, we pro-
pose a dialogue-level classification model for
CSP in E-commerce service chatbots, namely Di-
alogueCSP. It consists of three main modules:
Firstly, a dialogue encoding module exploits con-
volutional neural networks (CNNs) (Kim, 2014)
and Long Short-Term Memory (LSTM) networks
to capture conversational context. Secondly, an in-

teraction module is used to represent the customer
satisfaction states at each turn. In particular, the
interaction module utilizes two Gated Recurrent
Units (GRUs) (Chung et al., 2014) to perform a two-
step customer-chatbot interaction, namely local
question-answer interaction and satisfaction state
interaction. Furthermore, we introduce dialogue-
aware attentions, including question attention, an-
swer attention, and state attention. While the for-
mer two attentions integrate historical cues into
the interaction module, the latter captures dialogue-
level satisfaction representations. Finally, a de-
coding module is applied to predict the customer
satisfaction for each dialogue. We also construct a
Chinese E-commerce customer satisfaction predic-
tion dataset (CECSP) that contains approximately
30k conversational services. Experimental results
demonstrate that the proposed model outperforms
the current state of the art on CECSP and other two
benchmark datasets.

In summary, we make the following contribu-
tions:

• We propose a dialogue-level classification
model for customer satisfaction prediction.

• We explore a novel two-step interaction mod-
ule to handle both local question-answer and
customer satisfaction state interactions at each
turn and further integrate it with historical
cues using dialogue-aware attentions to han-
dle dialogue-level satisfaction representations.

• We construct a large Chinese E-commerce
CSP dataset (CECSP). Experimental results
show that the proposed model outperforms
multiple baselines.1

2 Related Work

Recently, CSP has attracted much attention due
to the increasing use of service chatbots in many
different aspects of our lives (Hashemi et al., 2018;
Choi et al., 2019; Kachuee et al., 2021). Some stud-
ies focus on addressing turn-level satisfaction pre-
diction with human annotations (Pragst et al., 2017;
Rach et al., 2017). However, they are not scalable
in terms of annotation costs due to the large volume
of conversational services in E-commerce. There-
fore, recent studies explore contrastive learning
(Kachuee et al., 2021) and reinforcement learning

1Our code is available at https://github.com/
McSumail/DialogueCSP, and the dataset will be re-
leased after encryption.

 https://github.com/McSumail/DialogueCSP
 https://github.com/McSumail/DialogueCSP
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(Liang et al., 2021) to make them more suitable for
E-commerce customer service.

Most of the existing works exert more effort
on dialogue-level satisfaction prediction since few
customers are willing to give their feedback after
service. While earlier methods rely on manual fea-
tures (Walker et al., 1997; Yang et al., 2010), recent
studies use deep neural networks to model conver-
sational context and customer-chatbot interaction.
Hashemi et al. (2018) exploit LSTMs to capture the
sequential context features within a dialogue and
use the hidden states of the last turn for satisfaction
prediction. To enhance dialogue-level representa-
tions, Ultes (2019) apply an attention mechanism
over LSTM layers to capture information from each
turn. To model customer-chatbot interaction, Song
et al. (2019) use each customer question to cap-
ture relevant information from all chatbot answers,
while Yao et al. (2020) compute the semantic simi-
larity scores between customer questions and chat-
bot answers across different turns. However, these
methods both exploit the information from future
turns that are invisible to customers in a real sce-
nario to capture turn-level features. Therefore, they
are hard to model the customer journey and track
the dynamic satisfaction states within a conversa-
tional service. This work differs in that we con-
sider both question-answer and customer satisfac-
tion state interactions at each turn, and thus design
a novel two-step interaction module to track the
satisfaction states throughout the customer journey.

3 Dataset

For our experiments, we collect conversational ser-
vices from one of the largest E-commerce plat-
forms and construct a Chinese E-commerce CSP
dataset. In the following, we will introduce the
annotation strategy and compare this dataset with
other benchmark datasets (Song et al., 2019).

3.1 Dataset Annotation

We use real customer feedback as the dialogue-
level satisfaction labels which include strongly sat-
isfied, satisfied, neutral, dissatisfied, and strongly
dissatisfied. For the quality of the annotation,
we then assign several experienced customer ser-
vice coordinator to check whether the feedback
is consistent with the conversational service, and
about 20% dialogues were excluded from the final
dataset.

Statistics items CECSP Clothes Makeup

# of Train 22576 8000 2832
# of Val 2822 1000 354
# of Test 2801 1000 354
# of strongly dissatisfied 3158 - -
# of dissatisfied 1417 2302 1180
# of neutral 2633 6399 1180
# of satisfied 10840 1299 1180
# of strongly satisfied 10151 - -
Avg. # of turns per dialog 3.67 8.14 8.01
Max # of turns per dialog 10 18 16
Min # of turns per dialog 1 2 2
Multiple domains Yes No No
Turn-level annotation No Yes Yes

Table 1: The comparison of the three datasets in some
key statistics. While CECSP is our constructed Chinese
E-commerce CSP dataset, Clothes and Makeup are two
benchmark datasets.

3.2 Comparison with Other Datasets

Table 1 shows some key statistics of the three
datasets. As we can see, CECSP consists of more
but shorter conversational service compared to
Clothes (Song et al., 2019) and Makeup (Song
et al., 2019). While Clothes and Makeup only col-
lect conversational services in post-sale, CECSP
consists of dialogues from multiple domains such
as logistic, post-sale and VIP service. Due to eth-
ical concerns, we follow Song et al. (2019) and
transform segmented Chinese word2 into word in-
dex in the final dataset.

4 Methodology

4.1 Problem Definition

Suppose there is a conversational service consist-
ing of n turns of interaction {(q1 : a1), (q2 :
a2), ..., (qn : an)}, where qi is the i-th question
asked by the customer and ai is its corresponding
answer from the chatbot, the goal of CSP is to pre-
dict the satisfaction label for this dialogue, which is
one of the five classes: strongly satisfied, satisfied,
neutral, dissatisfied, and strongly dissatisfied.

4.2 Model Overview

As illustrated in Figure 2, the proposed frame-
work for CSP consists of three main components,
namely dialogue encoding, satisfaction states track-
ing, and satisfaction prediction. Firstly, we en-
code the utterances of input dialogues into context-
dependent vectors. Next, an interaction module

2The segmentation toolkit is open source and available at
https://github.com/fxsjy/jieba

https://github.com/fxsjy/jieba
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Figure 2: Overview of our proposed model for dialogue-level CSP, congruent to the illustration in Methodology.

with two GRU cells is applied to perform a two-step
customer-chatbot interaction to represent the cus-
tomer satisfaction states at each turn. Meanwhile,
dialogue-aware attentions integrate the historical
information into the interaction module and capture
dialogue-level satisfaction representations. Finally,
the dialogue-level satisfaction representations are
used to predict satisfaction labels for dialogues. In
the following sections, we will explain each com-
ponent in detail.

4.3 Dialogue Encoding

The input of our model is a sequence of utterances
consisting of word index. The goal of dialogue
encoding is to encode the utterance sequence into
context-dependent vectors using CNNs and LSTM
for subsequent customer-chatbot interaction.3

4.3.1 Utterance Encoding

CNNs are capable of capturing n-gram informa-
tion from an utterance (Kim, 2014). We leverage
a CNN layer with max-pooling to extract context-
independent features of each utterance. Concretely,
the input is the 300 dimensional pre-trained 840B
GloVe vectors (Pennington et al., 2014). We em-
ploy three filters of size 3, 4, and 5 with 50 fea-
ture maps each. These feature maps are further
processed by max-pooling and ReLU activation
(Nair and Hinton, 2010). Then, these features are
concatenated and fed to a 100 dimensional fully
connected layer, whose activations form the repre-
sentations of the utterances.

3We also used pre-trained BERT-Base to encode the origi-
nal conversational service from CECSP, but the results were
not satisfactory.

4.3.2 Context Encoding
The LSTM introduces gating mechanism into re-
current neural networks to capture long-term de-
pendencies from input sequences. In this part, we
use a LSTM network to capture sequential context
information,

gi = LSTM(gi−1, ui) (1)

where i = 1, 2, . . . , n, ui and gi are context-
independent and sequential utterance representa-
tions, respectively. Then, we denote question and
answer representations as M q = [gq1, g

q
2, . . . , g

q
n]

and Ma = [ga1 , g
a
2 , . . . , g

a
n].

4.4 Satisfaction States Tracking
Since customer satisfaction states keep changing
throughout the customer journey, we design an in-
teraction module to perform a two-step customer-
chatbot interaction to represent the customer sat-
isfaction states at each turn. Figure 2 shows the
details of the interaction module at turn i.

4.4.1 Dialogue-aware Attention
Attention mechanisms aim to capture the most rel-
evant information and are widely applied on differ-
ent natural language processing tasks (Bahdanau
et al., 2015; Luo et al., 2018; Sinha et al., 2018).
Given the query q, the key k, and the value v, the
attention output o is computed as follows:

w = f (q, k) (2)

w̃ = w −m (3)

o = softmax(w̃)v (4)

where f is a function that computes a single scalar
from q and k. The attention mask m is a matrix
with the same shape as the attention weights w.
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The value of mj is set to be +∞ only when the
attention for the j-th vector in k is masked, and set
to be 0 otherwise.

In conversational service, the customer satisfac-
tion state at turn i are most related to the questions
and answers at turn (1)~(i) (Lemon and Verhoef,
2016). Therefore, the attention mechanism used by
Song et al. (2019) that model the customer-chatbot
interaction across different turns is hard to capture
satisfaction states throughout the customer journey.
To address this issue, we design dialogue-aware
attentions by using different inputs and masking
strategies to integrate historical cues into the inter-
action module and capture dialogue-level satisfac-
tion representations.

4.4.2 Local Question-Answer Interaction
Since customer satisfaction states arise from the
customer-chatbot interaction (Lee et al., 2020;
Kvale et al., 2020), we adopt a QA GRU cell to
model the local question-answer interaction and
capture satisfaction features,

sqai = GRUqa (gai , g
q
i ) (5)

where i = 1, 2, . . . , n.

4.4.3 Question Attention
Due to the nature of dialogues, contextual informa-
tion plays an vital role in customer satisfaction
states (Lemon and Verhoef, 2016; Kvale et al.,
2020). Therefore, we design an attention mech-
anism to match relevant historical cues from the
question representations:

q, k, v = sqai ,M q,M q (6)

mque
j =

{
+∞, j /∈ {g̃q1, g̃

q
2, . . . , g̃

q
i }

0, Otherwise
(7)

q̃i = QueAttn
(
q, k, v,mque

j

)
(8)

The masking strategy mque
j separates future turns

from the interaction at the current turn, which is
more consistent with the customer journey.

4.4.4 Answer Attention
We also devise another attention mechanism to cap-
ture historical cues from the answer representa-
tions:

q, k, v = sqai ,Ma,Ma (9)

mans
j =

{
+∞, j /∈ {g̃a1 , g̃a2 , . . . , g̃ai }

0, Otherwise
(10)

ãi = AnsAttn(q, k, v,mans
j ) (11)

4.4.5 Satisfaction State Interaction
With the attention mechanisms described above,
we successfully collect informative cues from the
historical questions and answers. Then, we use a
State GRU cell to lever these cues to represent the
customer satisfaction state si at turn i,

si = GRUs (ãi, q̃i) (12)

where i = 1, 2, . . . , n.

4.4.6 State Attention
After applying the two-step interaction module
at each turn, we denote the customer satisfaction
states as S = [s1, s2, . . . , sn]. Then, we use state
attention to capture the dialogue-level satisfaction
representations s̃:

q, k, v = sqan , S, S (13)

msta
j = 0 (14)

s̃ = StaAttn(q, k, v,msta
j ) (15)

4.5 Satisfaction Prediction
Finally, we classify each conversational service
using a fully connected network:

h = ReLU(Wrs̃+ br) (16)

P = softmax(Wsmaxh+ bsmax) (17)

ŷ = argmax
k

(P[k]) (18)

To train the model, we choose the cross-entropy
loss function:

L(θ) = −
∑
v∈yV

Z∑
z=1

Yvz lnPvz (19)

where yV is the set of dialogue indices that have la-
bels and Y is the label indicator matrix, and θ is the
collection of trainable parameters in DialogueCSP.

5 Experimental Settings

In this section, we present the experimental settings
including implementation details and baselines.

5.1 Implementation Details
We use the validation set to tune hyperparameters.
The batch size is set to be {128,64,64} for CECSP,
Clothes, and Makeup. We adopt Adam (Kingma
and Ba, 2015) as the optimizer with an initial learn-
ing rate of {1e-3,1e-4,1e-4} and L2 weight decay
of {1e-4, 1e-5, 1e-5} for CECSP, Clothes, and
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Makeup, respectively. The dropout (Srivastava
et al., 2014) is set to be 0.5. We train all models for
a maximum of 100 epochs and stop training if the
validation loss does not decrease for 20 consecutive
epochs.

5.2 Baseline Methods

For a comprehensive evaluation of our proposed
DialogueCSP, we compare it with the following
baseline methods:

LSTMCSP (Hashemi et al., 2018): This model
adopts a Bi-directional LSTM network to capture
the contextual information of conversational ser-
vices and uses the hidden states of the last turn for
satisfaction prediction.

LSTM+Attn (Ultes, 2019): This model applies
an attention mechanism over Bi-directional LSTM
layers to capture information from all turns within
a service.

DialogueGCN (Ghosal et al., 2019): It is a
graph-based model which encodes the relative po-
sitions between customers and chatbots within a
window context.

CAMIL (Song et al., 2019): This model uses
each question to capture information from all an-
swers to model customer-chatbot interaction. Addi-
tionally, it exploits turn-level sentiment information
by multiple instance learning.

LSTM+MTL (Bodigutla et al., 2020): It is a
multi-task learning network that uses the hidden
states of LSTM layers to predict dialogue-level and
turn-level satisfaction jointly.

LSTM-Cross (Yao et al., 2020): It is the latest
work for dialogue-level CSP which uses LSTM
networks to capture contextual features and com-
putes the semantic similarity scores between cus-
tomer questions and chatbot answers across differ-
ent turns. Then, these similarity scores are concate-
nated with the contextual features for satisfaction
prediction.

6 Results and Analysis

6.1 Overall Results

Table 2 shows the comparison results for CSP
in conversational services. Our proposed Dia-
logueCSP consistently achieves better performance
than the baseline methods on all datasets, while
being statistically significant under the paired t-test
(p<0.05). Besides, we can make another three ob-
servations as follows, which help to understand the
CSP task and the advantages of DialogueCSP.

Model
CECSP Clothes Makeup

Acc. F1 Acc. F1 Acc. F1
LSTMCSP 51.85 49.57 75.59 75.78 76.31 76.56
LSTM+Attn 53.09 51.02 77.12 77.28 77.56 77.52
DialogueGCN 53.69 51.35 76.89 76.82 77.72 77.78
CAMIL 55.43 52.92 78.30# 78.40 78.50# 78.64
LSTM+MTL – – 78.21 78.12 78.18 78.08
LSTM-Cross 55.51 53.11 78.91 79.33 79.88 79.58

DialogueCSP 57.48 54.98 81.18 80.93 81.30 81.62

Table 2: Overall performance on the three datasets. We
use the accuracy and the weighted F1 score to evaluate
each model. Scores marked by ”#” are reported results,
while others are based on our re-implementation.

Firstly, although LSTM+Attn only applies a
vanilla attention mechanism compared to LSTM-
CSP, the improvements on the three datasets are
significant. This indicates that dialogue-level CSP
must capture information from all turns in conver-
sational services. Since chatbots respond to each
customer question immediately, the relative posi-
tions between customer questions and chatbot an-
swers are fixed. Therefore, the position model in
DialogueGCN does not work here.

Secondly, CAMIL takes turn-level sentiment
information into account and achieve better per-
formance than previous strategies. However, the
improvement of the method on CECSP is more
obvious than that on Clothes and Makeup. Af-
ter examining the datasets, we find that the aver-
age conversational service length is 3.67 turns in
CECSP which is much shorter than that in Clothes
and Makeup. When the lengths are short, espe-
cially only 1 or 2 turns, overall satisfaction is more
related to turn-level sentiment information (Bod-
igutla et al., 2020).

Thirdly, CAMIL and LSTM-Cross achieve bet-
ter performance than other baselines due to their
customer-chatbot interaction modeling methods.
While these methods focus on questions and an-
swers across different turns, our proposed Dia-
logueCSP exploits a two-step interaction module to
better model the customer journey and thus capture
important customer satisfaction states.

6.2 Different Interaction Modeling Methods

In this section, we make a comparison between
different interaction modeling methods. To this
end, we modify our two-step interaction module
with the following two methods. The first one is
the same as LSTM-Cross (Yao et al., 2020). We
compute the semantic similarity scores between the
question and answer at the same turn. Then we con-
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Method
Weighted F1 score

CECSP Clothes Makeup
DialogueCSP 54.98 80.93 81.62
DialogueCSP-similarity 54.01 79.71 80.38
DialogueCSP-global attn 54.34 80.07 80.90

Table 3: Results of comparison between different inter-
action modeling methods. We modify our interaction
module with another two methods and evaluate them on
the three datasets.
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Figure 3: The influence of conversational service length
on CSP. We divide the test set of Clothes and Makeup
into five subsets in terms of conversational turns and
further evaluate DialogueCSP over these subsets.

catenate them with obtained contextual features for
satisfaction prediction. The second one is replac-
ing the dialogue-aware attentions with the global
attention (Song et al., 2019) to capture contextual
information.

The results of different interaction modeling
methods are shown in Table 3. We observe that
our interaction modeling method is around 1% bet-
ter than other methods in weighted F1 scores. Since
customers can directly choose the options provided
by chatbots, high semantic similarity scores don’t
always mean the high customer satisfaction. For
instance, if customers choose "None of the above"
from provided options, they may be dissatisfied.
Besides, chatbot answers from future turns are in-
visible to customers within a conversational ser-
vice. Therefore, global attention used in Song et al.
(2019) is hard to capture the customer satisfaction
states during the customer journey, leading to its
inferior performance.

6.3 Influence of Conversational Service
Length

In this section, we experiment on Clothes and
Makeup to examine the influence of conversational
service length.

Method
Weighted F1 score

CECSP Clothes Makeup
DialogueCSP 54.98 80.93 81.62
- 1st-step inter 54.60(↓ 0.38) 80.61(↓ 0.32) 80.94(↓ 0.68)
- 2nd-step inter 54.02(↓ 0.96) 80.08(↓ 0.85) 80.46(↓ 1.16)
- Question Attn 54.51(↓ 0.47) 80.49(↓ 0.44) 80.80(↓ 0.82)
- Answer Attn 54.43(↓ 0.55) 80.37(↓ 0.56) 80.90(↓ 0.72)
- State Attn 54.64(↓ 0.34) 80.21(↓ 0.72) 80.64(↓ 0.98)

Table 4: Results of ablation study on the three datasets.
1st-step inter and 2nd-step inter stand for first-step inter-
action and second-step interaction, respectively.

As shown in Figure 3, whether on Clothes or
Makeup, as the turns of conversational services in-
crease, the performance of our proposed approach
first rises significantly and then decreases. When
conversational services length is short, there are
few changes of customer satisfaction states (Lemon
and Verhoef, 2016; Lee et al., 2020). Therefore, in
these cases, the interaction module in DialogueCSP
that captures satisfaction states does not work.
Moreover, DialogueCSP uses dialogue-aware at-
tentions to integrate historical information into
customer-chatbot interaction. When the turns of
services increase, there are more informative cues
from preceding questions and answers which con-
tribute to customer satisfaction states. As a re-
sult, DialogueCSP achieves weighted F1 scores of
81.43% and 82.98% on the subsets where the turns
are 5 or 6. Further, it is still a challenge to handle
the intricate context information when the turns are
over 6, leading to the decline of DialogueCSP.

6.4 Ablation Study
In this ablation study, we analyze the impact of five
components by removing one of them at a time
from DialogueCSP. The results are presented in
Table 4.

We can observe that the performance of Dia-
logueCSP drops on the three datasets when any
of the components is removed, suggesting that all
these components contribute to the improvement
of DialogueCSP. However, their contributions can
be distinguished. By eliminating second-step in-
teraction, our model drops the most by 0.96% on
CECSP, 0.85% on Clothes, and 1.16% on Makeup
in weighted F1 scores, which implies the impor-
tance of modeling the satisfaction state interaction.

Moreover, we found that Question Attention
and Answer Attention also play important roles
in our model. This phenomenon supports our ar-
gument that customer satisfaction states have close
bonds with not only the questions and answers at
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customer questions:

length Most attended turn Satisfaction Prediction

4 (4) Q: It's a bit slow.
      A: You may want: 1. switch to human service; 2. ask other questions.

When will it be delivered? 

chatbot answers: Sorry, because..., it will be delivered in 3 work days and the system will inform you...  

Case #2

neutral unsatisfied

customer questions:

length Most attended turn Satisfaction Prediction

8 (6) Q: How long? 
      A: It takes 2 work days to issue a paper invoice, ... 

chatbot answers:

Case #1

satisfied satisfied

I need a paper invoice too. 

...Your E-invoice is already sent to your account, you can check it in ...   

Figure 4: Results of case analysis, where some turns of two conversational services are provided, along with the
visualization of attention weights between different context memories and the most attended turn (selected according
to the highest attention weight computed by State Attention). The darker colors mean larger attention weights.

the current single turn but also historical informa-
tion. Further, while State Attention is more impor-
tant than Question Attention and Answer Atten-
tion on Clothes and Makeup, it is the opposite on
CECSP. After delving into the datasets, we found
that the average conversational service length is
around 8 turns in Clothes and Makeup, which is
much longer than that in CECSP. Therefore, it is
important to weigh multiple satisfaction states to
generate dialogue-level representations on Clothes
and Makeup.

6.5 Case Analysis
For a comprehensive understanding of our pro-
posed method, we visualize its performance by a
case analysis on the test set of CECSP. In short, we
found that integrating historical information into
customer-chatbot interaction can be a double-edged
sword. As illustrated in Figure 4, the dialogue-
aware attentions can capture useful historical in-
formation and help make a good prediction (Case
#1). However, focusing too much on historical in-
formation may hinder the understanding of neutral
utterances of customers (Case #2). Therefore, it
is necessary to explore other mechanisms rather
than merely relying on popular attention to handle
historical information for CSP.

Besides, we also observe from these two cases
that the most attended turns of customer satisfac-
tion states are among the end of the dialogues.
After examining the whole test sets of the three
datasets, we found that 40% of the most attended

turns are the last turn of conversational services,
which is in tune with the conclusion from the previ-
ous studies (Hashemi et al., 2018; Yao et al., 2020).

7 Conclusion

In this paper, we investigate the importance of
satisfaction states tracking in dialogue-level CSP
in E-commerce service chatbots. We propose a
dialogue-level classification model and design a
two-step interaction module to handle both local
question-answer and customer satisfaction state in-
teractions throughout the customer journey. To
capture dialogue-level satisfaction representations,
we further introduce dialogue-aware attentions to
integrate historical information into the interac-
tion module. Besides, we also build a Chinese E-
commerce dataset for CSP to evaluate the proposed
approach. Experimental results on this dataset and
two released corpora show that our proposed model
outperforms all the baselines. Our further analy-
sis illustrates that tracking the satisfaction states
is more helpful for modeling customer-chatbot in-
teraction than previous strategies. In addition, our
experiments also show that integrating historical
information with customer-chatbot interaction is of
great value to CSP.

In our future work, we would like to explore
more effective methods to model customer-chatbot
interaction. Moreover, we also plan to investigate
the importance of customer intentions in handling
informative cues for CSP.
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