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Abstract

This paper presents a detailed foundational
empirical case study of the nature of out-of-
vocabulary words encountered in modern text in
a moderate-resource language such as Bulgarian,
and a multi-faceted distributional analysis of
the underlying word-formation processes that
can aid in their compositional translation, tag-
ging, parsing, language modeling, and other
NLP tasks. Given that out-of-vocabulary (OOV)
words generally present a key open challenge to
NLP and machine translation systems, especially
toward the lower limit of resource availability,
there are useful practical insights, as well as
corpus-linguistic insights, from both a detailed
manual and automatic taxonomic analysis of the
types, multidimensional properties, and process-
ing potential for multiple representative OOV
data samples.

1 Introduction

Even in a familiar language, unfamiliar words cause
trouble for machine processing or comprehension
of text. Any dictionary is innately incomplete in
its coverage, unable to provide novel coinages and
exhaustive forms. Without finding the word in a
dictionary, the surface form and context afford only
weak evidence for its meaning. The situation is even
worse for languages other than English, especially
morphologically rich languages, for two reasons:
first, there is usually less annotated data available;
and second, the coverage of such data is much
lower due to the high number of different forms.
Moreover, many words not found in even a small
training corpus are in fact related to quite common
words by processes such as inflection, derivation,
compounding, or misspelling.

In the work described herein, we therefore con-
centrate on the problem of characterizing unknown
words in terms of the processes by which they arise,
and especially the relative frequencies at which such
processes occur. This informs us of the distribution
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Figure 1: Taxonomized distribution of out-of-vocabulary
types in Bulgarian Wikipedia, random sample of 100

types

of out-of-vocabulary (OOV) words with respect to
different dictionary sources.

To do so, we conduct a study on a sample of
two Bulgarian language corpora annotated by a na-
tive speaker. Rather than treat OOV tokens as a
monolithic and undifferentiated problem, we pro-
gressively apply multi-faceted linguistic analyses
to these corpora, characterizing both the words that
these analyses explain and words yet to be explained,
which we shall call the residual vocabulary. Our
methods are a mixture of the vintage and the vogue:
specialized edit distances, composition of finite-state
transducers, a noisy channel model for language
identification fitted with empirical Bayes, and neural
network—based part of speech taggers. Collectively,
our processes accurately explain more than two in
three (69%) unknown Bulgarian words in a held-out
set according to whether they are proper names, in-
flections, derivations, compounds, foreign words, or
misspellings (as illustrated in both Figures 1 and 3,
discussed in more depth in §5). We release our native
speaker—annotated lexicon, intermediate analyses,
and software at www. github.com/gbotev1/bg.
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Figure 2: OOV rate as a function of data size (Bulgarian
Wikipedia). Note the logarithmic horizontal axis.

2 Motivation and Related Work

Previously unseen words often represent a signif-
icant portion of the vocabulary, due in part to the
Zipfian nature of language. Figure 2 illustrates this
for various vocabulary sizes. Note that for the Bul-
garian training data, the OOV rate remains high for
both tokens (corpus instances of words) and types
(vocabulary words) as found in a held-out set of
20,000 tokens. The rates are computed ignoring
capitalization, punctuation, and numbers, so that
these do not skew the count of unknown words.
The frontier of natural language processing as
an engineering discipline has adopted information-
theoretic subword tokenization (Sennrich et al.,
2016; Kudo, 2018) to constrain the vocabulary size
and provide a representation of all words, preventing
any words from being out-of-vocabulary. Because
such models dominate so much of the field of NLP,
one may ask what value there is in analyzing the
residual vocabulary today. Foremost, there is the
corpus-linguistic and lexicographic value of charac-
terizing this aspect of text: it is instructive about the
patterns of lacunae in dictionaries or word forma-
tion processes in particular domains such as color
(McCarthy et al., 2019). There are engineering appli-
cations as well. In languages with insufficient data
for training large neural machine translation systems
(Mueller et al., 2020) (or even for fine-tuning to new
languages; see Lee et al., 2022), statistical methods
dominate (Koehn and Knowles, 2017). The methods
described in this paper are of value for populating
the phrase tables of statistical MT models beyond
what can be done with existing bilingual dictionaries,
as in Vilar et al. (2007) who address spelling variants
by online retokenization, or de Gispert (2006) who

aims to reduce morphological variety. Moreover, en-
tity linking and the use of gazetteers in named entity
recognition both benefit from exact word represen-
tations. We underscore the fact that resource-poor
languages are the norm, not the exception. Out of
the world’s roughly 7,000 languages, only 216 have
more than 1,000 gloss definitions in Wiktionary, a
popular multilingual dictionary.! For the remaining
~26,800 data-poor languages, unknown words are
not only neologisms and proper names; items of the
core vocabulary are regularly absent from bilingual
dictionaries or small but extant corpora.

Lexicon stratification, the splitting of the lexicon
based on words’ origin and degree of assimilation
into the language (Ito and Mester, 1995), is a power-
ful technique to hone the processing of OOV words
(Tsvetkov and Dyer, 2015). The four identified lev-
els are the core vocabulary, the partially assimilated
words, the fully assimilated words, and peripheral
lexemes. This paper proffers empirical relative fre-
quencies of these degrees and showcases a series of
models that roughly correspond to these degrees.

3 The Bulgarian Language

Bulgarian is a member of the South Slavic branch
of the Indo-European family, written in the Cyrillic
script. As a member of the Balkan sprachbund, its
lexis? and grammar have been influenced by areal
effects. It thus displays several traits uncharacteris-
tic of other Slavic languages (except Macedonian)
which affect the apparent size of the lexicon: a post-
posed definite article marked for gender, the use
of clitic pronouns, a lack of verbal infinitive, and
limited case declension (Corbett and Comrie, 2003).

As a case study, Bulgarian is useful because it uses
several widespread strategies for word formation. Its
rich verbal morphology yields over 50 forms per verb
lexeme. Derivational affixation and compounding
are prevalent processes. In fact, derivation for nouns
is both productive and regular (Krushkov, 2001).
Finally, a significant fraction of the Bulgarian lexis is
borrowed from Russian, Greek, or other languages,
especially in technical contexts.

These properties have made Bulgarian a focus for
linguistic examination and an area of interest in nat-
ural language processing. For example, Slavcheva
(2003) devise a rich morphological tag set for Bul-
garian verbs. Koeva et al. (2020) build a richly anno-

1https://en.wik'cionary.org/wiki/Wiktionary:
Statistics

2We distinguish between the lexis, i.e., the set of all words
in a language, and the lexicon, i.e., the set of all lexemes.
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tated corpus of web-crawled Bulgarian. Popov et al.
(2020) construct a battery of models for multi-stage
analysis of Bulgarian text, including lemmatization,
parsing, and named entity recognition. Notably, the
latter relies on a dictionary-based lemmatizer with a
statistical model for fallback.

In contrast to these works, which offer an en-
gineering approach to modeling Bulgarian, our
work relies on computational tools insofar as
they help characterize properties of Bulgarian text.
Namely, we explore the relative frequency of various
processes by which words—especially unknown
words—arise in naturally occurring Bulgarian text.

4 Data

For our study, we need a large and representative
corpus of Bulgarian text. We use the entirety of
Bulgarian Wikipedia, which contains 1.3 million
word types and 73.6 million word tokens (type—token
ratio 0.018) after tokenization; a random sample of
these is summarized in Figure 1.

We also must define the set of known words. We
merge three broad-coverage bilingual dictionaries:

LanguageNet. 364,327 entries covering 155,703
unique English words.?

PanLex. 180,023 entries covering 70,986 unique
English words (Baldwin et al., 2010).

Wiktionary. 51,537 entries covering 22,856 unique
English words. We extract these with Yawipa
(Wu and Yarowsky, 2020a,b).

In aggregate, these cover 165,644 unique Engish
words, with a median number of translations 1 and
mean approximately 2.360.%

To identify the residual vocabulary, we remove
from Bulgarian Wikipedia all entries in our dictionar-
ies as well as non-alphabetic entries, leaving 371,475
novel words—about one in every 200 tokens.” A
random sample of 100 is summarized in Figure 3.
The complete word lists and analyses are given in
Appendix A. All annotations were validated or ad-
judicated by a non-author professional Bulgarian
translator who is a native speaker.

What becomes immediately apparent is that the
residual vocabulary after dictionary entries are re-

3uakari.ling.washington.edu/languagenet/

“The English pronoun we had the most translations: 306, due
largely to inappropriate Bulgarian translations in LanguageNet
which were first-person plural verb forms.

5This is approximately the same rate as Min and Wilson
(1998) observe; they report that at this rate an out-of-vocabulary
word occurs in 12% of sentences.
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Figure 3: Taxonomized distribution of out-of-vocabulary
types in Bulgarian Wikipedia that are unseen in Wik-
tionary, PanLex, and LanguageNet; random sample of
100 types. Compare with Figure 1.

moved comes from five major groups: morpholog-
ical variants of other words, foreign words, mis-
spellings, compound words, and proper names like
place names or people. We devise computational
approaches to tackle these five major categories.

Because we discovered an abundance of Russian
words interspersed in the Bulgarian text, we also
extract Russian—English bilingual entries from the
same three dictionaries. We find 232,094 entries in
Wiktionary covering 75,284 unique English words;
2,379,638 entries in PanLex covering 859,279
unique English words, and 1,633,709 unique entries
in LanguageNet covering 879,438 unique English
words. Their union covers 932,738 unique English
words, with potentially multiple Russian candidate
translations. The median number of translations
was one, and the mean was 1.888.

Preprocessing To identify Bulgarian tokens in
context, we first preprocess the text using the rule-
based spaCy sentence segmenter and tokenizer (Hon-
nibal and Montani, 2017). We found this to be faster
than the Stanza neural tokenizer (Qi et al., 2020).
We use Stanza for POS tagging, though its poor
performance motivates the ‘vintage’ models we in-
troduce below. In preliminary experiments, we also
explored TreeTagger (Schmid, 1994, 1999).6

®Several avenues exist to improve part-of-speech tagging
with minimal available resources. The most notable is projecting
part-of-speech annotations across unsupervised word alignments
into the language of interest, then using these silver annotations
to train a new tagger (Yarowsky and Ngai, 2001; Téackstrom
et al., 2013; Wang and Manning, 2014; Buys and Botha, 2016;
Nicolai and Yarowsky, 2019; Eskander et al., 2020). Such
methods could either complement a tagger such as Stanza
trained in the language of interest via classifier combination or
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We normalize all text to Unicode NFKD form to
increase coverage.” This also allowed us to remove
accents, which were predominantly used to mark
stress. We subsequently remove tokens with any
letter not in the Bulgarian alphabet. While this
removes a few interesting cases like mp3-daitiose
‘MP3 files’ and 2-To ‘the second [thing]’, on the
whole the eliminations were useful: filtering URLSs,
email addresses, and also less structured non-words.

We found the need to preprocess the dictionaries
by hyphen flattening. If a dictionary entry begins or
ends with a hyphen, indicating that it is a prefix or
suffix, we associate it with its non-hyphenated trans-
lational counterpart. For instance, the nonsensical
English entry ‘pra’ is linked to the Bulgarian translit-
eration ‘mpa’, and the Bulgarian prefix ‘mpa-’ is
correctly (and uniquely) associated with the English
prefix ‘great-’. After flattening, the Bulgarian entry
‘mpa’ would have both ‘pra’ and ‘great’ listed as can-
didate translations. This preprocessing both reduces
the dictionary’s size and is crucial to increasing the
impact of the compound analysis (§5.5).

Moreover, we define a heuristic to eliminate Old
Bulgarian words, based on a 1945 orthographic re-
form that forbids word-final ‘v’. Inspecting a sample
of 50 words captured by this heuristic reveals that
while none of the words filtered here were modern
Bulgarian, 44% were in fact Old Bulgarian. The
remainder were transliterations (the “unassimilated
foreign words” of Tsvetkov and Dyer, 2015) from
disparate languages: Italian (18%), Turkish® (16%),
Kazakh (6%), Chinese (6%), Albanian (4%), and sin-
gle exemplars of Irish, Portuguese, and Moldovan.’

5 Modeling and Analysis

This work by its nature differs from a great deal of
the empirical work in natural language processing.
The object of its inquiry is language itself, not com-
putational models, and so we do not evaluate in the
standard positivist paradigm of comparing scores
on standard benchmarks. Instead, we build compu-

annotate the language in the absence of in-language annotations.

"Kyle Gorman notes an increase of 0.3 in labeled attach-
ment score for dependency parsing of Hindi, purely from
normalization: http://www.wellformedness.com/blog/
text-encoding-issues-in-universal-dependencies/.

8Note that due to both areal effects in the Balkan sprachbund
and Bulgaria’s past as an Ottoman territory, many Turkish
lexemes have entered the Bulgarian lexicon as fully assimilated
lexical items (Ito and Mester, 1995).

We will not engage with the question of whether Romanian
and Moldovan are dialects or separate languages; here, we use
this as a shorthand for the Daco-Romance language written
with the Cyrillic script.

tational models to help sift through the millions of
words in our corpus, study their distribution, and
discover what can be modeled about them. After
all, if we seek to tame the lexis, we must first under-
stand it. In this regard, we follow the guidance of
Haji¢ and Hajicova (2007) who recognize the value
of objective assessment of models or theories on
annotated corpora, grounded in linguistic intuition
about the phenomenon to be modeled. Our charac-
terization of the residual vocabulary helps to extend
the linguistic intuition in an empirical manner.
The modularity of our approach lets us leverage
prior tools and research in the language, and compo-
nents can be upgraded as better models are devised
(e.g., Nicolai et al., 2020 and Wiemerslage et al.,
2022 for morphological analysis, Lewis et al., 2020
for inferring cognates). Moreover, disparate models
for a single word formation process can be combined
in situ via classifier combination or meta learning.
While many of the tools we use are tailored to
the Bulgarian language, such as hand-crafted deriva-
tional rules from a grammar, in principle our ap-
proach makes minimal assumptions about the nature
of the language. It could easily be adapted to other
Slavic languages or, given sufficient prior typologi-
cal information, other written languages writ large.
The overall sequence of method application is
given in Figure 4. In the following sections, we elab-
orate on the most telling among these: language iden-
tification, then modeling morphology, misspellings,
and compounds. Table 1 gives complete analyses for
the held-out set of Wikipedia residual vocabulary,
coupled with computer-predicted analyses.

5.1 Russian language filtering

A substantial fraction of the residual vocabulary
is direct borrowings (loanwords) from other lan-
guages; cross-lingually this can be between 10% and
70% of the lexicon (Haspelmath and Tadmor, 2009).
While our preprocessing eliminates several directly
imported words that were not transliterated, a signif-
icant number of borrowings comes from Russian,
which largely shares an alphabet with Bulgarian.

Some words can be clearly identified as non-
Bulgarian by means of straightforward linguistic
heuristics. The filtered words were mostly Russian,
with a few exceptions that were Ukrainian or Serbian.
We employ the following heuristics:

1. A Bulgarian word cannot begin or end with the

soft sign ‘p’.
2. If the soft sign ‘s’ occurs in the middle of a
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Index Word Human Trans. Alg. Trans. Human Type Human Sub-Type Alg. Type Alg. Sub-Type Features POS

1 3Bepodepma beast farm beastl@ Compound - Compound  Partial FEM NOUN

2 HeocnopBaH uncontested newlcontested Compound - Compound - - ADJ

3 comokapuepa solo career sololcareer Compound - Compound - FEM NOUN
4 Gurosodexanu household faeces household faeces Compound - Compound ~ — PL NOUN

5 cBeTyOOpaHIKEB light orange lightlorange Compound - Compound  — MASC ADJ

6  KOHTpap3y3HaBaHe counter intelligence counterlintelligence Compound - Compound - NEUT NOUN

7 yhasui drowned - Conjugation - Conjugation — - PART

8  szapsemn conquered - Conjugation - Conjugation — PL PART

9 manekoMepoM distance meter - Foreign Russian Foreign Russian - NOUN
10 mary Macellum kittenlnoise Geography Italian Compound - - PROPN
11 koiiGas Koybalska koybaliltimes Geography Russian Compound ~ — FEM+DEF ADJ (Proper)
12 ropHoGpoann Inhabitants of Gorno Brod gornolbrod Geography Bulgarian Compound ~ — PL NOUN
13 KOCTOHYHHOBHAT Kostoychinov kostovinew Geography Bulgarian Compound - DEF AD]J (Proper)
14 amoramen Ashotashen ashot Geography Armenian Declension  Fuzzy - PROPN
15 Vaiia Huaya - Geography Mexican Proper Likely - PROPN
16 Bummna Bishina - Geography Serbian Proper Likely - PROPN
17  Kacreit Castei - Geography Italian Proper Likely - PROPN
18 Boszopas Bozovaya - Geography Bulgarian Proper Likely - PROPN
19 Hcaxoso Isakovo - Geography Russian Proper Likely - PROPN
20  Kecemxn Kesdji - Geography Greek Proper Likely - PROPN
21 Curnopa Signora - Geography Italian Proper Likely - PROPN
22 Coymbur Solent - Geography English Proper Likely - PROPN
23 Xaparya Jaragua - Geography Dominican Republic  Proper Likely - PROPN
24 SA6naanne Yabaltchitse - Geography Bulgarian Proper Likely - PROPN
25 DBaiienGypr Bayenburg - Geography German Proper Likely - PROPN
26 Tlerbununm Petachnitsi - Geography Bulgarian Proper Likely - PROPN
27 Baurroronnon Valtotopion - Geography Greek Proper Likely - PROPN
28 Kasakesmueso Kazakevichevo - Geography Bulgarian Proper Likely - PROPN
29  eHOPHSAIIKOTO parish parish|@ Declension - Compound - MAS+DEF  ADJ
30  anomiekTHYHATA the apoplectic ApoellEthic Declension - Compound  — DEF ADJ
31 Gymenn awake awake Declension - Declension  Simple PL ADJ
32 ameposa ashura ashur Declension - Declension  Fuzzy FEM ADJ
33 nojobust similarity similarity Declension - Declension  — PL NOUN
34  noranka tank top tank top Declension - Declension  Simple MASC+DEF NOUN
35 mpomosu prologues mercury Declension - Declension ~ Fuzzy PL NOUN
36 rpanusita The grace grace Declension - Declension  Simple FEM+DEF NOUN
37 ocrensio became blind blindness Declension - Declension  — NEUT PART
38  cmyTHOTO turmoiled turmoil Declension - Declension  Simple NEUT+DEF  ADJ
39 cranuHnm stalinists stalin Declension - Declension  Fuzzy PL NOUN
40 cyrmmHKE loams suli Declension - Declension  Simple FEM+PL NOUN
41 rtpbbecra tubular tubular Declension - Declension  Fuzzy FEM ADJ
42 zamcHara pertaining to recording recording Declension - Declension  Simple FEM+DEF ADJ
43 norypueno stamp down stamp down Declension - Declension  Simple NEUT ADJ
44 HerossMOTO not so big rare Declension - Declension  Simple DEF ADJ
45 ekJIeKTHKaTa eclecticism eclectic Declension - Declension  Fuzzy FEM+DEF NOUN
46 cubiieuenara The undressed undressed Declension - Declension  Simple FEM+DEF ADJ
47  mepcucTHpan persistent persistence Declension - Declension  Fuzzy PL NOUN
48 upeBbpHAIATA the one that became became Declension - Declension  Simple FEM+DEF ADJ
49  kuGepnernsanus cybernetization cybernetics Declension - Declension  Fuzzy FEM NOUN
50 MysaTHETHHHYECKHs the multiethnic multiethnic Declension - Declension  Simple DEF ADJ

51 IHormamacka Scotish - Declension - Proper Standard FEM ADI (Proper)
52 kojoKaH Kodokan kodolkan Name School Compound - - PROPN
53 aitgbHRAETE Aydin @Init Name Dynasty Compound  — - PROPN
54 amopeiicko Amorite - Name Ethnicity Foreign Russian NEUT ADI (Proper)
55  cebpure Ancestors of Serbians seri Name Tribe Declension ~ Fuzzy PL+DEF PROPN
56 IITA Central Tibet Administration - Name Organization Proper Likely - PROPN
57 Aszen Azel - Name Person Proper Likely - PROPN
58  FOmxu Yuji - Name Person Proper Likely - PROPN
59 3EJIO ZELPO - Name Building Proper Likely - PROPN
60 Kaxan Kakai - Name Person Proper Likely - PROPN
61 Jlomos Lopov - Name Person Proper Likely - PROPN
62 Mycan Musan - Name Person Proper Likely - PROPN
63 Tluiito Peebo - Name Person Proper Likely - PROPN
64 JlapGec Darbez - Name Person Proper Likely - PROPN
65  TIpuiak Pritsak - Name Person Proper Likely - PROPN
66 Xammuy Halidu - Name Person Proper Likely - PROPN
67  Beiirirbp Beightler - Name Person Proper Likely - PROPN
68  BurGepr Witbert - Name Person Proper Likely - PROPN
69  Epraxuii Evtahiy - Name Person Proper Likely - PROPN
70  OumuBubp Olivier - Name Person Proper Likely - PROPN
71 Pusbepr Rieseberg - Name Person Proper Likely - PROPN
72 TlamTusex Pamtivek (colloquial for ancient) — Name Book Proper Likely - NOUN
73 Xapencbn Harrelson - Name Person Proper Likely - PROPN
74 Tlubucosa Cybisowa - Name Person Proper Likely - PROPN
75 Tponosnyc Gronovius - Name Person Proper Likely - PROPN
76  Opounmapo Orochimaro - Name Person Proper Likely - PROPN
77 Hacronmmcn Nastoplisi - Name Person Proper Likely - PROPN
78  TIpucosckuit Prisovskii - Name Person Proper Likely - PROPN
79 Tyromcnarep Gutomsdater - Name Person Proper Likely - PROPN
80 Xaspxumnonosa Hadjipopova - Name Person Proper Likely - PROPN
81 Xpucrogopos Christodorov - Name Person Proper Likely - PROPN
82  Gyranun gohst (archaic) bugalnin Target - Compound  — MASC NOUN
83  pesepcupa reverse reversed Target - Declension  Fuzzy - VERB
84  DecenjpKkan Fesenjan - Target Iranian Proper Standard - PROPN
85  Gayc bounce - Transliteration ~ English Misspelling ~ Substitution MASC NOUN
86 moThT the pot floor, sweat, sex Transliteration  English Misspelling ~ Substitution MASC+DEF NOUN
87 dyrypusmo futurism The futurism Transliteration Italian Misspelling ~ Substitution - NOUN
88 ®opmarbp formatter - Transliteration ~English Proper Likely - NOUN
89  dparmer fragment fral@, @Imet Typo Omission Compound  — MASC NOUN
90  senynaim akin to denudational daylodd person Typo Omission Compound  — - NOUN
91 xmasecunucTukareropusi — categorylharpsichordists categorylharpsichordists  Typo Concatenation Compound - PL NOUN
92 peakupnn reactions reactions Typo Misspelling Declension  — PL NOUN
93 cbIOTOTO same same Typo Addition Declension  — NEUT+DEF  ADJ
94 nmomanTnTe The Odomanti tomatoes Typo Omission Declension - PL+DEF NOUN
95 peHreHoBo X-ray reinette Typo Omission Declension  Fuzzy - ADJ
96  gecrsar acting - Typo Omission Misspelling  — MASC PART
97  orpkpuin discovered discovered Typo Addition Misspelling - PL PART
98  10303ama11HA Southwestern Southwestern Typo substitution Misspelling - FEM ADJ
99  TlamsaTHHK Monument - Typo Substitution Proper Standard MASC NOUN
100 IMamuKareropus Pasha Category - Typo Concatenation Proper Likely MASC NOUN

Table 1: Manual classification of 100 randomly sampled words after classifying all of Bulgarian Wikipedia.
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Figure 4: Sequence of methods applied to computationally analyze residual vocabulary

word, it must be followed by an ‘o’. This is

the only character that may follow the soft sign

in modern Bulgarian. In Russian, however,

many characters are attested following ‘v’ (e.g.,

yJsibioarhes ‘to smile’ and cembs ‘a family”).

For words not covered by these heuristics, we

require a different approach to distinguish them.

Cognate identification and transliteration empiri-

cally identify borrowings poorly (Ciobanu and Dinu,

2015; Tsvetkov et al., 2015). We instead employ

language identification to disambiguate the remain-

der as Bulgarian or Russian words. We use a noisy
channel model of the language ¢ of word form &:

po(L ] &) ocpg(§ | €)w(L).

In factoring this generative model, we use character
5-gram models as the language models pg(€ | ¢).
The Bulgarian model is trained on Bulgarian Par-
IaMint 1.0, which comprises 10.5 million tokens
covering 123,000 word types. The Russian model
is trained on the Russian SynTagRus Universal De-
pendencies data, which comprises 496,000 tokens
and 94,000 word types. The prior probability 7 ()
is optimized on the data; that is, we use empirical
Bayes to infer a point estimate.

After this process, every one of 50 randomly
sampled non-Bulgarian words was filtered as foreign,
though some were Ukrainian or Slovenian instead
of Russian. We note that 15 of these words were
ambiguous; their character sequences could have
represented valid Bulgarian or Russian words.

5.2 Verbal morphology

While Bulgarian nominal declension is much sim-
pler than its Slavic sibling languages (presenting
only nominative and vocative cases) (Gribble, 1987;
Townsend and Janda, 1996), its verbal conjugation
system is rich, embodying “the morphologically rich-
est and most problematic part-of-speech category”
(Slavcheva, 2003). Bulgarian verbs reflect voice,
tense, mood, person, number, and evidentiality.

To analyze Bulgarian verbs, we construct a finite-
state transducer that builds on the UniMorph project
(Sylak-Glassman et al., 2015a,b; Kirov et al., 2016,
2018; McCarthy et al., 2020) and Apertium (For-
cada et al., 2011; Forcada and Tyers, 2016).10 This
enables fast, interpretable analysis by composition
and union of machines. Composition corresponds
to application of a morphological rule (Roark and
Sproat, 2007), and union collects alternative rules
(or candidate manifestations of a single rule) into
one machine. Our finite-state transducer is designed
to map inflected word forms to their citation forms
(their lemmas), if the word forms were tagged as
verbs by Stanza. We construct one finite-state trans-
ducer for each form—lemma pair in UniMorph and
Apertium, then take the union of these machines.

Transforming a word £ to its citation form is
equivalent to composing a finite-state acceptor rep-
resenting & with the transducer. If the two cannot
compose (because & is not in the domain of defini-
tion (i.e., input language) of the transducer), then
we do not suppose that £ is an inflected verb form.

When applied to identified verbs in the residual
vocabulary, a spot check of 50 supposed Bulgarian
verbs shows that 46 are correctly predicted. Of
the remaining four, two are Russian words that
passed through the filter from §5.1. The others
are oxpenu ‘ocher’ (a plural adjective) and *cobe-
Ho, a misspelling of the Bulgarian adverb ocobero
‘specifically’.

5.3 Derivational morphology

Bulgarian has a productive set of derivational pro-
cesses. Following the efficacy of the transducer for
inflectional morphology, we introduce one for deriva-
tional morphology. We draw on the 22 derivational
rules in Manova (2010) which explored the parsabil-

%UniMorph is a collection of morphological lexica in 167
languages, annotated in a cross-lingually consistent schema.
Apertium is a rule-based machine translation system which
includes a finite-state morphological analyzer and generator.
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Figure 5: Recurrence relation the Damerau—Levenshtein distance between two strings x and y. The dynamic program
to tractably compute this is a modification of the Wagner—Fisher algorithm (1975) for Levenshtein distance.

ity hypothesis (Hay, 2001; Aronoff and Fuhrhop,
2002) for Bulgarian. Patseva (2017) was also a basis
for derivational rules.

Composing the finite-state transducer for deriva-
tional analysis with itself, or with a finite-state trans-
ducer for modeling inflections, expands the coverage
by capturing forms with multiple derivations, as
is the relationship between xurgyncrkute ‘the
Hinduistics’ and xuny ‘Hindu’:

XUHILY — XUHIYHUCT (nominal derivation)

XUHIYUCT — XUHIYUCTKA (diminutive feminine)
XUH/IYUCTKA — XUHJYUCTKU (plural)

XUHIYUCTKA — XUHIYUCTKUTE (definite article)

Such considerations are crucial because derived
forms may themselves be inflected. Moreover, cer-
tain forms are more amenable to derivation. For
instance, adverbs are often formed from the neuter
singular form of adjectives, except for adjectives
that end in -ku. These motivate a single transducer
to consider the two jointly (Fischer et al., 2016).

This model of morphology is 68% accurate on
a random sample. While some errors are due to
misspellings, it also ignores stem alterations which
may arise but are not encoded in the derivational
transformations. While fine-tuning the transduction
rules to handle cases like men ‘copper’ — MenHUKaAp
‘coppersmith’ or 3;tato ‘gold” — 3maTap ‘goldsmith’
is possible based on prior knowledge, the approach
gives a reasonable grounding in using the available
linguistic resources for a language.

5.4 Misspelling

The analysis and recovery of misspellings has a long
history in the computational processing of language
(Mcllroy, 1982; Kernighan et al., 1990; Kukich,
1992). Rather than simply identifying misspellings,
which can be easily done by checking against an

existing wordlist, we also seek to identify the cor-
rect spelling of the misspelled word. To do so, we
employ the Damerau-Levenshtein distance (Dam-
erau, 1964), a modification of Levenshtein’s edit
distance that also allows character transpositions
as an edit operation. It is well known that transpo-
sition errors (e.g. *langauge instead of language)
are common typing errors (Salthouse, 1984, 1986),
and the Damerau—Levenshtein distance gives a more
parsimonious backtrace for them.

In the residual space, we identify misspellings
as words with a Damerau—-Levenshtein distance of
1 from an item in the vocabulary. Exactly comput-
ing the Damerau-Levenshtein distance requires a
nontrivial extension of the standard edit distance
(see Figure 5); however, the asymptotic complexity
remains proportional to the product of the string
pair’s lengths—as in the standard edit distance.

We find that one in six words from the residual
vocabulary of the Wikipedia corpus is a misspelling
of a word into a non-word (Figure 3). To deci-
pher the meanings of these words, we link them
to existing words in the Bulgarian vocabulary by
finding the in-vocabulary word with the smallest
Damerau-Levenshtein distance. On a random sam-
ple of 50 Bulgarian words classified as misspellings
(Table A.3), 35 of these were indeed misspellings
(for an accuracy of 70%). The remainder were
largely transliterations, inflected forms of verbs that
were not identified via the methods described in
§5.2, and some proper nouns.

Our approach targets correcting the spellings of
non-words into valid words. A context-driven model
could also identify misspellings of words into other
words which are valid but infelicitous.

5.5 Compounds

Finally, we consider the word formation process
of compounding. Unlike morphological derivation
(which affixes bound morphemes to a lexeme to
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create a new lexeme), compounding combines free
morphemes to create a lexeme, as with the English
word candlestick. We find it useful to process com-
pounds after inflections because compounds as novel
lexemes invite the same inflectional processes as
non-compound lexemes of their core part of speech.

Following Wu and Yarowsky (2018), we consider
compounds as words with two morphemes concate-
nated together, potentially with surface alterations.
(McCarthy et al. (2019) used this to find compound
color words in thousands of languages.) We split
a word into all possible morpheme pairs, such that
each morpheme has a length of at least 3 and at least
one component has an edit distance at most 2 from
some dictionary entry.!! Thus, this method also
identifies the decomposition of the compound word.
When only one component fits the edit distance
criterion, the decomposition omits the component
with high edit distance. To make detection of com-
pounds tractable, our implementation relies on fast
prefix and suffix tries. A related alternative is the
finite-state representation by Oflazer (1996).

We apply our compound analysis method to iden-
tify compounds in the residual words, and we man-
ually evaluate a random sample of 50 predicted
compounds Table A.4. Of these, 30 were correctly
identified as compounds, and 22 were correctly de-
composed. We observed a high number of false pos-
itives, which can be easily filtered out by examining
the total edit distance of the components to known
words. Every correctly identified compound has
components whose combined edit distance is < 2
(note that earlier we consider a compound to be valid
if at least one component’s edit distance to a known
word is < 2). Removing false positives with a total
edit distance greater than 2 removes 18 incorrectly
classified compounds, improving precision.

Many correctly identified compounds had a com-
bined edit distance of zero or one (e.g., mKxazdop-
Malus as JipKas3 ‘jazz’ + gopmarnus ‘formation’).
Some errors were particularly instructive. For exam-
ple, the word xaseitnockonsT ‘the kaleidoscope’, is
incorrectly identified as a compound word whose
second component is T ‘road’. In fact, this word is
a definite inflection of kameiimockon ‘kaleidoscope’
using the suffix -b1. This reveals a transduction
missing from our list in §5.2. In fact, we found the
compound analysis to be quite helpful in identifying
new inflectional suffixes, with which we augmented
our FST for inflectional morphology.

"These values likely need to be adapted to new languages.

6 Discussion and Conclusion

We have investigated the space of unknown lexical
items in naturally occurring text. In a case study
on Bulgarian, a host of analytical models applied
sequentially characterize the residual space of out-
of-vocabulary words. Our models identify myriad
processes responsible for these unknown words
and map from such words to known words via
heuristic and probabilistic processes. In this way, it
complements Cucerzan and Yarowsky (2000) who
model unknown words based on affixal or contextual
similarity, and it affords means to improve machine
translation.

The complete results of the residual space analy-
ses are given in Table 1. Of the held-out set of 100
randomly sampled OOV words, our sequence of
analyses properly taxonomized 69 of these. To con-
firm the robustness of these findings, a parallel study
using the same series of techniques was conducted
on the BulTreeBank corpus (Simov et al., 2002).
In this case, 78% of a random sample of unknown
words was correctly classified (see Table A.5), af-
firming the validity of the approach.

Initially one might suspect the need for less ag-
gressive inflection and compounding models, given
that so many errors were typos. On balance, sig-
nificant fractions of the analyses were reasonable:
even if an inflected form is misspelled, it is useful
to reduce it to a lemma that can then reduce the
space of possible correct spellings to which it can be
mapped. While our annotation convention allows for
only a single category per word, several examples
show the benefit of using annotations as heuristics
with shades of nuance worthy of human validation.
For instance, several misspelled proper names are
identified as names rather than typos, and a case of
two words inadvertently joined by a deleted space
(i.e., a typo) is correctly decomposed into those
words by the compounding model.

In light of continued challenges in designing com-
putational tools that effectively serve the world’s
thousands of languages, and that ignoring the lin-
guistic traits of a language does not absolve the
designer but rather induces greater harm (Bender,
2009), a detailed and taxonomized understanding of
the behaviors of the language is vital. Our analysis
of the word formation processes in such a way that
can be grounded in the known lexicon affords both
broad-scale familiarity with the language and practi-
cal value: it can tailor the design of core NLP tools
to the residual vocabulary of a new language.
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A Supplemental Material

In the following pages, we provide specific analyses, both hand-crafted and computationally performed, of
the residual vocabulary. All tables are referred to in the main text.
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Index  Word Translation Type Sub-Type Features POS

1 nersmmyTain five minute Compound ~ Declension N/A ADJ
2 KpLIoCcKyIoBH round-cheeked Compound ~ Declension N/A ADJ
31 is  Compound  N/A N/A NOUN
4 xnmoasananys adapted for movie  Compound ~ N/A FEM NOUN
5 nocrympant postulating Conjugation  N/A N/A PART
6 peensmar inspire Conjugation  N/A PL VERB
7 ockBepusBa desecrate Conjugation  N/A N/A VERB
8  untepnpernpamia i i Conjugati N/A N/A PART
9 ex&otov each Foreign Ancient Greek N/A PRON
10 Fiyafi savannah Forcign Bashkir N/A NOUN
11 18bit 18-bit Foreign English N/A ADJ

12 World";<br World Forcign English N/A NOUN
13 goto goto Foreign English N/A VERB
14 ni nii Foreign English N/A NOUN
15 Darvin Darvin Foreign English N/A PROPN
16 ordinatorium ordinatorium Foreign Latin N/A NOUN
17 Branchinella Branchinella Forcign Latin N/A NOUN
18 vagrans vagrans Foreign Latin N/A NOUN
19 Genealogia genealogy Forcign Portuguese N/A NOUN
20  Obrero Workers™* Foreign Spanish N/A PROPADIJ
21 Bilmeden without knowing  Foreign Turkish N/A PART
22 peaapmia Predaritsa Geography ~ Bulgarian N/A PROPN
23 Yerpencxusr Ustrenskiat Geography ~ Bulgarian DEF PROPADJ
24 Yueenn Chievtsi Geography ~ Bulgarian N/A PROPN
25 epewxia erkechki Geography ~ Bulgarian DEF PROPADJ
26 xapuanm Harmanlii Geography ~ Bulgarian (Capital) N/A PROPN
27 Xerdmn Hatfield Geography ~ English N/A PROPN
28 Yancwavpesmickara  Chancellorsville  Geography — English DEF PROPADJ
29 Hopsma Norwich Geography English N/A PROPN
30 xeann Kelia Geography ~ Greek N/A PROPN
31 Kapmmo Karino Geography Italian N/A PROPN
32 Kpecnano Crespano Geography ~ Ttalian N/A PROPN
33 Tpuectkuar Triest Geography ~ Ttalian DEF PROPADJ
34 Komua Colazza Geography ~ ltalian N/A PROPN
35 MaitkyGencxis Maikuben Geography ~ Kazakh DEF PROPADJ
36 Xaiigapkan Khaidarkan Geography ~ Kyrgyz N/A PROPN
37 Jlonnanren Dondagen Geography ~ Latvian N/A PROPN
38 skemar Djemat Geography Serbian (Capital) ~ N/A PROPN
39 Iynrapenac Puntarenas Geography ~ Spanish N/A PROPN
40 npesacuemManeTo retake Declension N/A DEF NOUN
41 chmapoxa compatriot Declension  N/A DEF NOUN
42 xmwpomrambr the hydroplane Declension  N/A DEF NOUN
43 saxatenn hardened Declension  N/A PL ADJ
44 avupasonire the amidrazones  Declension  N/A PL+DEF  NOUN
45 ymersenoro the mental Declension N/A DEF ADJ
46 mpuosT the surf Declension  N/A DEF NOUN
47 pe: aTa the i Declension N/A DEF ADJ
48 npeactapurenst the representative  Declension  N/A DEF ADJ
49  unTpHryBama intriguing Declension N/A FEM ADJ
50 anrbun gold coins Declension  N/A PL NOUN
51 aGonavenrim subscription Declension  N/A PL ADJ
52 pakerxa small rocket Declension  N/A DIM NOUN
53 Temure the heavy Declension  N/A PL+DEF  ADJ
54 KBECTOPCKOTO the quaestoring Declension N/A DEF NOUN
55 xapveania Carmelite Declension  N/A FEM PROPN
56  wiyTonms plutonium Declension N/A DEF PROPN
57 Baputonnr the baritone Declension  N/A DEF NOUN
58 TpakTOBE tracts Declension N/A PL+DEF NOUN
59 TiopKosoKKa turkologist Declension  N/A FEM NOUN
60 mmrananoro the ligand Declension  N/A NEUT+DEF  ADJ
61 Myxisosuu ninnies Declension  N/A PL ADJ
62 Andudio Amphibio Name Car N/A PROPN
63 Kepyan Keroualle Name French N/A PROPN
64 Epxdpix Erchanfried Name German N/A PROPN
65  Aparami Aragami Name Japanese N/A PROPN
66 Upomua Herodias Name Latin N/A PROPN
67 Esrto Evto Name Person N/A PROPN
68 Tochayaiir Postlethwaite Name Person N/A PROPN
69 Baccanm Vassalli Name Person N/A PROPN
70 wmxo Chiho Name Person N/A PROPN
71 Pucona Risova Name Person N/A PROPN
72 Opmienanp Friedlander Name Person N/A PROPN
73 Tpemmryc Tremitus Name Person N/A PROPN
74 Bwp i Name Person N/A PROPN
75 K i K jiski Name Person N/A PROPN
76 Anonsd Adolf Name Russian N/A PROPN
77 Kucuun Kaspii Name Tribe N/A PROPN
78 6118 611.8 Number N/A N/A NUM
79 Mud4 Mi-34 Product Name  N/A N/A PROPN
80 Typomia turbine Target N/A FEM NOUN
81 Hacruraiixn catching up Target N/A N/A PART
82 Ioocen Stricken Target N/A N/A PART
83 Crysenterso College experience  Target N/A N/A NOUN
84 wecunr brass Target N/A N/A NOUN
85  Iuromen domesticated Target N/A N/A ADJ
86 Camcy Offshoot Target N/A N/A NOUN
87  mepmio measure Target N/A N/A NOUN
88 uepmiien mulberry Target N/A MASC ADJ
89 acimumroriiccki asymptotic Target N/A MASC ADJ
90 mosneiimLp newspaper Transliteration  English N/A NOUN
91  meitxupi shaders Transliteration  English PL NOUN
92 crurnatjio reached up (to) Typo Concatenation N/A PART
93 1948.11pes 1948.Through Typo Concatenation N/A PRON
94 npoxadsex\xadma\xadie  N/A Typo Formatting N/A PRON
95 Auadcoco Alfonso Typo Mixed N/A PROPN
96 nomyaspsupaT polularize Typo N/A PL VERB
97 mpoxa will continue Typo Omission N/A VERB
98 mmmm valley Typo Punctuation N/A NOUN
99 Giosose fruits Typo Substitution N/A NOUN
100 Ricochet.com Ricochet Web Address  English N/A PROPN

Table A.1: Manual classification of 100 randomly sampled words from the tokenized Bulgarian Wikipedia corpus
before any further processing from our pipeline is performed. We use the UD part-of-speech tags from: https:
//universaldependencies.org/u/pos/. Table is summarized in Figure 1.
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Index  Word Translation Type Sub-Type Features POS

1 oseconpoussoamTe: oat producer Compound  N/A MASC NOUN
2 nenoprorpaceki non-pornographic Compound N/A MASC ADJ

3 Gupsopaspacrsauu fast growing Compound ~ N/A PL ADJ

4 oxomepmn eye sketching Compound ~ N/A PL ADJ

5 t ther ing Compound ~ N/A NEU+DEF NOUN

6 meranosnapateamure  the meta cognitive Compound ~ N/A PL+DEF ADJ

7 rtprckatia, of three gables Compound N/A FEM ADJ

8 Gymaectpernop coach of German national team  Compound ~ N/A MASC NOUN

9 e i Compound N/A PL+DEF NOUN

10 aBrokocwiecko (pertaining to) acrospace Compound ~ N/A NEUT ADJ

11 reosokarmsiTa geolocation Compound N/A FEM+DEF NOUN

12 creaamepuxancku post American Compound  N/A MASC ADJ

13 xuronopnus whaling Compound ~ N/A MASC+DEF ADJ

14 pueonsi videoart Compound ~ N/A NEUT NOUN

15 nosomsrpazemmsT the newly built Compound ~ N/A MASC+DEF ADJ

16 mhproocrosn primary basis Compound  N/A PL NOUN

17 seiiGreapaeityre the life guards Compound  N/A PL+DEF NOUN

18 cyxonyGusn drought-tolerant Compound ~ N/A PL ADJ

19 mackoponosiBis appeared recently Compound ~ N/A MASC+DEF ADJ

20 J1eKoBOJOIASHT the scuba diver Compound N/A MASC+DEF NOUN

21 kocuxa mowed Conjugation  Bulgarian N/A VERB

22 pasonpraxa mixed Conjugation  N/A N/A VERB

23 it i ing, inquiring Conjugation  N/A N/A PART

24 3acbukomi g0 around, circumvent Conjugation  N/A N/A PART

25 npenmecrumTe moved around Conjugation  N/A PL+DEF PART

26 mapexs called, named Conjugation  N/A MASC PART

27 mesocTHrHATHS i Conjugation  N/A MASC+DEF PART

28 repopuzupany terrorizing Conjugation  N/A MASC PART

29 jocwma digesting, grinding Conjugation  N/A N/A PART

30 pyrosomreseii leaders Foreign Russian PL NOUN

31 mayruma spider web Foreign Russian FEM NOUN

32 m Pitjantjatj Geography ~ Australian N/A PROPN

33 mmpokoiKR (of) Shiroka Laka Geography ~ Bulgarian PL ADJ

34 cermma Setnica Geography ~ Bulgarian N/A PROPN

35 saud Ka p Geography ~ Bulgarian FEM ADJ (Proper)
36 ryasm Guliantsi Geography ~ Bulgarian N/A PROPN

37 Geography ~ Bulgarian FEM+DEF ADJ (Proper)
38 smenonckoTo the znepolsko Geography Bulgarian NEUT+DEF ADJ (Proper)
39 amryeka the alitusk Geography ~ Bulgarian FEM+DEF ADJ (Proper)
40 orpokosie Otrokovice Geography Czech N/A PROPN

41 Guexnyickn Blackpool Geography ~ English MASC ADJ (Proper)
42 ndamcxn (pertaining to) Pfalz Geography ~ German MASC ADJ (Proper)
43 cumwmancka Sicilian Geography ~ Italian FEM ADJ

44 wmvanopo Nyamanoro Geography ~ Japan N/A PROPN

45 TELpANIIKOTO (pertaining to) Tvarditsa Geography Place NEUT+DEF ADJ

46 mowaiickuT Mojayska Geography ~ Russian MASC+DEF ADJ (Proper)
47 casinckaTa of the Sayan (Mountains) Geography Russian FEM+DEF ADJ

48 mayneus (of) Liaodong Geography ~ Russian MASC+DEF ADJ

49 BepxmesmOiickoe Verkhnevilyuysk Geography Russian N/A ADJ (Proper)
50 Goarpasckoro Bolgradski Geography ~ Ukranian NEUT ADJ (Proper)
51 aspaxn Azraqi Georgraphy ~ Persian N/A PROPN
52 xymiero the small pile/bunch Declension  N/A NEUT+DIM+DEF  NOUN

53 ecryapuoro the estuarine Declension  N/A NEUT+DEF ADJ

54 o MHATA the calculating Declension N/A FEM+DEF ADJ

55 mpocemkara the beggary Declension  N/A FEM+DEF ADJ

56  TpaxuTn trachytes Declension N/A PL NOUN

57 mern millets Declension  N/A PL NOUN

58  poreppamim inhabitants of Rotherdam Declension N/A PL NOUN

59 pecunresmr the resynthesis Declension  N/A MASC+DEF NOUN

60 dayxcermnr the Fluoxetine Declension  N/A MASC+DEF NOUN

61 neoch3nasanoro the unconsciously Declension  N/A NEUT+DEF ADJ

62 wcetena set in stone, cut down Declension  N/A FEM ADJ

63 caiirure the saiga anthlopes Declension N/A PL+DEF NOUN

64 carmprionn (of) spruce Declension  N/A PL ADJ

65  KomenoBmAHITE thread-like Declension N/A PL+DEF ADJ

66 upewiosi prepositions Declension  N/A PL NOUN

67 censika peasant Declension N/A MASC+DEF NOUN

68 tenin land granted by Ottomans Declension  N/A PL ADJ

69 cxerpaxenatmmTe extrahepatic Declension  N/A PL+DEF ADJ

70 nymieckoro pertaining to Punics Declension  N/A NEUT+DEF ADJ

71 mrammmkoro of the bishop Declension  N/A NEUT+DEF ADJ

72 kpatosckis (pertaining to) Kratovo Declension N/A MASC+DEF ADJ (Proper)
73 ayayKbr duduk Declension  N/A MASC+DEF NOUN

74 b ast i Declension Transliteration PL NOUN

75 cnasaremo creator Declension  Vocative MASC NOUN

76 VP Name Inhabitants FEM PROPN

77 senGBAsopoB (pertaining to) Dumbledore ~ Name Person MASC ADJ (proper)
78 cenepo Severo Name Person N/A PROPN
79 xeunrepia gittern Target N/A FEM NOUN

80 masammoct nasality Target N/A FEM NOUN

81 memornn mild (not hot) Target N/A MASC ADJ

82 Gurkoin bitcoin Target Transliteration  MASC NOUN

83 cxaxau springbok Target Zoology MASC NOUN

84 rioficsr the jack Transliteration  Dutch MASC+DEF NOUN

85 naitnammnkc dynamics Transliteration ~ English N/A PROPN

86 obnowaxa cover Typo Addition FEM NOUN

87  mempkynapogaTa the international Typo Character Swap  FEM+DEF ADJ

88 macorpadmukateropus  paleography category Typo Concatenation ~ FEM NOUN

89 roena the judaism Typo Declension MASC+DEF NOUN

90 marammara the next Typo Omission FEM+DEF ADJ

91 tpanens  the wi Typo Omission MASC+DEF ADJ

92 nusxOMICHIE descent Typo Omission NEUT NOUN

93 wirpocysn (of) citrus Typo Substitution  PL ADJ

94 oKOBYATENHOTO (of) the final result Typo Substitution NEUT+DEF ADJ

95 umotniTe the animals Typo Substitution ~ PL+DEF NOUN

96 rtatpacanp tetrahedron Typo Substitution MASC NOUN
97w st i i Typo Substitution  FEM NOUN

98 npmmamIeKLT belong Typo Substitution  PL VERB

99 opeist weapons Typo Substitution ~ PL NOUN
100 A isone (therapy) Typo Transliteration  FEM ADJ

Table A.2: Manual classification of 100 randomly sampled words from the tokenized Bulgarian Wikipedia Corpus
after eliminating entries from the union of dictionaries. We use the UD part-of-speech tags from: https://
universaldependencies.org/u/pos/. Table is summarized in Figure 3.
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Index Word Valid

1 Burana Yes

2 BTPXY Yes

3  wuxpam Yes

4 cuHyT Yes

5 CBLKBp Yes

6  BuUTpaJI Yes

7  MakKBHC Yes

8 nmepayu Yes

9 mouect Yes
10  peBabm Yes
11  penenr Yes
12 xwuBeesar Yes
13 momynur Yes
14 ryrboauun Yes
15  mxyrcyTry Yes
16 kamboypu Yes
17  yGexmaBT Yes
18 uwmrupuma Yes
19 anTarHaTa Yes
20 Bomommamu Yes
21  umabuasnasa Yes
22  OpUCHCTBT Yes
23 XYIOXKHHUKT Yes
24 obcrpuKIys Yes
25 mpeocTbIBa Yes
26 accopTUMEHT Yes
27  MOHOIpaMaTa Yes
28  TpUCHTCTBAI Yes
29  peBOJIIOIUSATC Yes
30 ugwmcamHOCTTA Yes
31  1pomo/IKABAJIO Yes
32  mapacTaBalaTa Yes
33 mpucTpesBaHETO Yes
34 craradopACcKOTO Yes
35 MopepHuimpanuTe  Yes
36 Tyung No
37  revarr No
38 Tomac No
39 meiabp No
40  cromHsI No
41  BpBYBAIIO No
42  KOHEWHDBT No
43 HAIIOMHSII No
44  meBmKIAIIL No
45  crpyBario No
46  kuTObOUIIM No
47  BIaiKOBUTE No
48  KBapKOBOTO No
49  paamoIIoyTo No
50  ceMHHOICKO No

Table A.3: Human validation of random sample of misspelling classifications.
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Edit Valid Valid

Index Word Decomposition Distance Compound Decomposition
1  xkajgel gocKombT KaJIeHI0CKOIL | II'bT 1 No No
2  IpOHIYETO Q@|pugaero 2 No No
3 BasommIaTHpAIL Ba30BU|IaTHPAILL 2 Yes No
4  nanasbaHCcKaTa naH|asbancKaTa 0 Yes Yes
5  TPYIHONIOIBUXKHOCT TPY/IHO|IOABUIKHOCT 0 Yes Yes
6  y3yHKBONPIOHCKUS Q@|paiickust 9 No No
7  KpailrbjaHUTE KpaiirbJieH|ure 1 No No
8 emumckomasuaHIATE €IMCKONA|IMBAHIATE 1 No No
9  dorocrapeenero doro|crapeenero 0 Yes Yes
10  Teckepera Tec|@Q/@|era 6 No No
11  BmmeoobOmeH BU7IE0|0OMEH 0 Yes Yes
12 medrepxanero nedrepaaero 1 Yes Yes
13 kJjrachunupa @|ckunupa 4 No No
14  HecaTHTMMEHTAJIHOTO @|menTaIHOTO 8 Yes No
15 upenmybeprerHa npen|ny6GepreTHa 0 Yes Yes
16  ekmro3uBHU Q@|no3uBHU 3 No No
17  cnoxHOycTpOEeHHn CJIOZKHO|yCTpoeHn 0 Yes Yes
18  MUHIKOMHUKCH MUHY|KOMUKCH 0 Yes Yes
19 o6pomasiruu 6pom|osruH 1 Yes Yes
20 xunomepMata XUII0| IepMaTa 0 Yes Yes
21  3orucrkms 30r|ecTKus 1 No Yes
22  komabopaHTH KoJI|1abopanTy /Kosta|opanTr 1 Yes No
23 apeBHOeBpeiicKuTE JIpEeBHO|eBpeiickuTe 0 Yes Yes
24  mATYyIBOHEHIATYTIHOHEH — maso|@ 16 No No
25 HapamBaj# @|Basm/Hapa|@ 5 No No
26  apymesnuTe @|ure 6 No No
27  exkcTpabyKaJHaTa, Q@|kasHaTa 8 Yes No
28  nzaiibarty n3a|@ 5 Yes No
29  anacomsmiiknTe anacou|@ 7 No No
30 meToKJIaCHO METO|KJIACHO 0 Yes Yes
31  mxasdopmariyst JKa3|dopmanus 0 Yes Yes
32  KpaiiZyHaBCKHI Kpaii| rynaBckm 0 Yes Yes
33 enabyuxwu enal@ 5 No No
34  opuKCbT OpH|KBbT 1 No No
35 puMOKaTOJIMYECKa PHMO|KaTOIIeCcKa 0 Yes Yes
36 apoHaMCMaHa Q@|umana 6 No No
37 ucraHOySYAHMKATErOPHs  HCTAHOYIIaHM | KaTeropus 0 Yes Yes
38  cmomobuxa cro|nobuxa 0 Yes Yes
39  HpPOKOMYHMKHMpaHA npoxon|@ 10 Yes No
40  jeonosguHUTE JIEOTIOJL I | AMHITE 1 No No
41  gerpoiTbLT JeTpoiit|@ 2 No Yes
42  muTa‘uBUIA Q@|puna 5 No No
43  mpembIpocTHATA @|spocTHaTA 6 Yes No
44  mecTMOTODHH ecT|MOTOpHH 0 Yes Yes
45  ¢dunmorpadusara dun|zorpadusara/bunm|zorpadbusara 1 Yes Yes
46 cpemHOr'bCTATA cpesHoO|rbCTATA 0 Yes Yes
47  BesKymnoJieH 6e3|Kymosien 0 Yes Yes
48  romeserdyeBCKaTa, rome|eHueBcKara 2 Yes Yes
49  emckon @|kom 3 No No
50 JonaToBHIHO3BO Jsronarosu|@ 6 Yes No

Table A.4: Human validation of random sample of compound analysis.
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Human Trans. Alg. Trans. HumanType ~ Human Sub-Type Alg. Type  Alg. Sub-Type Features POS

1 manage (abbreviated) N/A Abbreviation  N/A Forcign Russian MASC NOUN
2 half board semi board Compound  N/A Compound ~ N/A MASC NOUN
3 cephxeseranten overly well dressed svralelegant ~ Compound ~ N/A Compound ~ N/A MASC NOUN
4 no-marnx ‘more impudent N/A Compound N/A Foreign Russian MASC ADJ
5 Thprose stena Industrial-and-retail N/A Compound ~ N/A Forcign Russian FEM ADJ
6 pycokock blond russian Compound ~ N/A Declension  Fuzzy ADJ
7 HoBooTKpHTOTO the newly found openings Compound  N/A Declension  Fuzzy NEUT+DEF ADJ
8 T p pi i Compound ~ N/A Declension  Simple PL+DEF ADJ
9 nomwnamm slightly scared tear offlbeaten  Conjugation  N/A Compound ~ N/A MASC PART
10 mnenmpupario inspired @learly Conjugation  N/A Compound ~ N/A NEUT PART
11 symn buzz N/A Conjugation  N/A Conjugation N/A N/A VERB
12 o could N/A Conjugation N/ Conjugation  N/A N/A PART
13 sabmxa poke N/A Conjugation  N/A Conjugation  N/A N/A VERB
14 xapaio driven N/A Conjugation  N/A Conjugation  N/A NEUT ADJ
15 mmana slide N/A Conjugation ~ N/A Conjugation  N/A N/A VERB
16 msromsa expels N/A Conjugation  N/A Conjugation  N/A N/A VERB
17 mkbnen take a bath N/A Conjugation ~ N/A Conjugation  N/A N/A VERB
18 xommemn longing N/A Conjugation  N/A Conjugation  N/A PL PART
19 patormm work N/A Conjugation ~ N/A Conjugation  N/A N/A VERB
20 crobuan obtained N/A Conjugation  N/A Conjugation  N/A N/A VERB
21 ocrasave remaining remaining Conjugation  N/A Conjugation  N/A N/A VERB
22 ormopamn responded N/A Conjugation  N/A Conjugation N/A N/A VERB
23 obwumsBar accuse N/A Conjugation  N/A Conjugation  N/A N/A VERB
24 nosmapaxa recognized N/A Conjugation  N/A Conjugation  N/A N/A VERB
25 npobsan sneaked N/A Conjugation  N/A Conjugation  N/A N/A PART
26 aumonmpam graduate N/A Conjugation  N/A Conjugation  N/A N/A VERB
27 sanousaiire begin N/A Conjugation  N/A Conjugation  N/A N/A VERB
28 nposesoxye carried out N/A Conjugation  N/A Conjugation  N/A N/A VERB
29 pasmmaiite rely N/A Conjugation  N/A Conjugation  N/A N/A VERB
30 nosapasssar greet N/A Conjugation  N/A Conjugation  N/A N/A VERB
31 npexcransme represented N/A Conjugation  N/A Conjugation  N/A N/A VERB
32 uperosapsan overload N/A Conjugation  N/A Conjugation  N/A N/A VERB
33 pascrpoiisaye disturb N/A Conjugation  N/A Conjugation  N/A N/A VERB
34 (mentally)  N/A Conjugation  N/A Conjugation  N/A N/A VERB
35 tpLmma fall abbruptly trish Conjugation  N/A Declension  Fuzzy N/A VERB
36 maverna drape over document Conjugation  N/A Declension ~ Fuzzy N/A VERB
37 masnasxa appointed N/A Conjugation ~ N/A Declension  Simple N/A VERB
38 osnprar look around N/A Conjugation  N/A N/A N/A N/A VERB
39 nobeox lead N/A Conjugation N/ Proper Likely N/A VERB
40 Jlysup Dover N/A Geography English Proper Likely N/A PROPN
41 Kospo Kozro N/A Geography ~ Russian Proper Likely N/A PROPN
42 Puacreiin Reedsdale N/A Geography English Proper Likely N/A PROPN
43 Anenmmure Appennini N/A Geography ~ Ttalian Proper Likely PL PROPN
44 panaepn deals givenlfriends  Declension ~ N/A Compound ~ N/A FEM+PL NOUN
45 MamramirersT the mentality mentalityl@  Declension  N/A Compound ~ N/A MASC+DEF NOUN
46 kaveKn beak click Declension  N/A Declension  Fuzzy FEM+PL NOUN
47 Gommmre godly godly Declension  N/A Declension ~ Fuzzy PL+DEF DJ
48 Goaxure the pains pains Declension  N/A Declension ~ Simple FEM+PL+DEF  NOUN
49 rupuesxi thunder report Declension  N/A Declension  Simple L NOUN
50 enoxara the epoch N/A Declension  N/A Declension ~ Simple FEM+DEF NOUN
51 BesmkuTe The great veliki Declension N/A Declension Simple PL+DEF ADJ
52 aenyrara the congressman congressman  Declension  N/A Declension ~ Simple MASC+DEF NOUN
53 gercxara the childish toy Declension  N/A Declension  Simple FEM+DEF ADJ
54 nosemre the commands entrusted Declension  N/A Declension  Fuzzy FEM+PL+DEF  NOUN
55 kacrsemis sworn sworn Declension  N/A Declension ~ Simple MASC+DEF ADJ
56 masapeim bargains bargain Declension  N/A Declension ~ Fuzzy MASC PL NOUN
57 norpedure cellar, arms depot entomb, bury  Declension  N/A Declension  Fuzzy MASC+PL+DEF  NOUN
58  cayumioro occurred occurred Declension N/A Declension Simple NEUT+DEF PART
50 wexkumire The Czech (females) Check (female) Declension  N/A Declension ~ Simple FEM+DEF ADJ (Proper)
60 sanopenuaT captured captured Declension N/A Declension Simple MASC+DEF ADJ
61 wssecriire famous famous Declension  N/A Declension ~ Simple PL+DEF ADJ
62 nowrenmero the little boy (demunitive) little boy Declension  N/A Declension  Simple NEUT+DEF NOUN
63 orancumia distanced N/A Declension  N/A Declension ~ Simple PART
64 mpeamepiTe the prime ministers premiers Declension  N/A Declension  Simple MASC+DEF NOUN
65 codmiickara Sofia Sofia Declension  N/A Declension ~ Simple FEM+DEF ADJ
66 Texcaciure the texans texan Declension  N/A Declension  Fuzzy PL+DEF NOUN
67 espocbonione european funds eurofor Declension N/A Declension ~ Fuzzy MASC+PL NOUN
68 msnparennte sent sent Declension  N/A Declension  Simple PL+DEF PART
69 Te itis position Declension N/A Declension Simple PL+DEF ADJ

70 cbsecthocTTa the conscience conscience Declension  N/A Declension  Fuzzy FEM+DEF NOUN
71 xommmyackute the hollywood hollywood Declension  N/A Declension  N/A PL+DEF ADJ
72 neobwmciennre the thoughtless thoughtless Declension  N/A Declension  Fuzzy PL+DEF ADJ
73 mectnukapckiTe the newspaper newspaper Declension  N/A Declension ~ Simple PL+DEF ADJ
74 mwspasxonmanmTe consumed consumed Declension  N/A Declension ~ Simple PL+DEF ADJ
75 cowramiemokpariteckn  social i lension  N/A Declension  Simple PL ADJ
76  MBKBT the man N/A Declension N/A N/A MASC+DEF NOUN
77 cryamr the cold N/A Declension  N/A N/A N/A MASC+DEF NOUN
78 mposuHMIHTE the guilty N/A Declension N/A N/A N/A PL+DEF ADJ
79 BB BV N/A N/A N/A Proper Likely N/A N/A
80 Kera Heat N/A Name Movie Proper Likely FEM NOUN
81 Ko Clio N/A Name Car Proper Likely N/A PROPN
82 IIAHOB Panov N/A Name Person Proper Likely MASC PROPN
83 Cmvon Simon N/A Name Person Proper Likely N/A PROPN
84 Heiinn Cheney N/A Name Person Proper Likely N/A PROPN
85 Tamesa Ganeva N/A Name Person Proper Likely N/A PROPN
86 B Emilia N/A Name Person Proper Likely FEM PROPN
87 Tpudon Trifon N/A Name Person Proper Likely MASC PROPN
88 ILlenrpan Central N/A Name Hotel Proper Likely N/A PROPN
89 smrepep Litteraire N/A Name Newspaper Proper Funky N/A PROPN
90 Emmsater Elizabeth N/A Name Person Proper Likely N/A PROPN
91 Kovmamic Companys N/A Name Person Proper Likely N/A PROPN
92 Jlmsapasy Lizarazu N/A Name Person Proper Likely N/A PROPN
93 Tanciipan Talleyrand N/A Name Person Proper Likely N/A PROPN
94 Anastasia N/A Name Person Proper Likely FEM PROPN
95 3 crazy @[chavo Target N/A Compound ~ N/A NEUT ADJ
96 osemst commotion yikes Target N/A Declension  Fuzzy FEM NOUN
97 passeapasane détente clearing Target N/A Declension  Fuzzy NEUT NOUN
98 Bemst Earth N/A Target N/A N/A N/A FEM NOUN
99 Hanphx at the peak of N/A Target N/A N/A N/A N/A ADV
100 Taynrayn downtown N/A Transliteration  English Proper Likely MASC NOUN

Table A.5: Manual classification of 100 randomly sampled words after classifying all of the BulTreeBank corpus, in

analogy with Table 1.
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