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Abstract

Multilingual neural machine translation (NMT)
enables positive knowledge transfer among
multiple translation tasks with a shared underly-
ing model, but a unified multilingual model usu-
ally suffers from capacity bottleneck when tens
or hundreds of languages are involved. A pos-
sible solution is to cluster languages and train
individual model for each cluster. However,
the existing clustering methods based on lan-
guage similarity cannot handle the asymmetric
problem in multilingual NMT, i.e., one transla-
tion task A can benefit from another translation
task B but task B will be harmed by task A.
To address this problem, we propose a fuzzy
task clustering method for multilingual NMT.
Specifically, we employ task affinity, defined as
the loss change of one translation task caused
by the training of another, as the clustering cri-
terion. Next, we cluster the translation tasks
based on the task affinity, such that tasks from
the same cluster can benefit each other. For
each cluster, we further find out a set of aux-
iliary translation tasks that benefit the tasks in
this cluster. In this way, the model for each clus-
ter is trained not only on the tasks in the cluster
but also on the auxiliary tasks. During training,
we design a dynamic task sampling strategy
that eliminate the negative influence of auxil-
iary tasks while exploit the positive knowledge
of them. We conduct extensive experiments for
one-to-many, many-to-one, and many-to-many
translation scenarios to verify the effectiveness
of our method.

1 Introduction

Neural machine translation (NMT) has achieved
great success in recent years (Sutskever et al., 2014;
Bahdanau et al., 2015; Vaswani et al., 2017). The
conventional bilingual translation model well han-
dles the translation task for a single language pair,
but it is infeasible to train an individual model for
each language pair since there are thousands of

*Corresponding Author: Jiajun Zhang.

jjzhang}@nlpr.ia.ac.cn

A B* c*
en-it en-nl | en-de en-fr | en-zh en-ja
Indiv | 326 31.6 | 281 388 | 222 13.6
Joint | 343 343 | 259 379 | 253 104

Table 1: Three kinds of task relationship. (A): Tasks
benefit from each other when jointly trained. (B): Tasks
are negatively influenced by each other. (C): The task
en-zh benefits from en-ja but en-zh is harmful to en-ja.
The models are trained on the IWSLT’ 17 dataset and
results with * are reported in Xu and Yvon (2021).

languages in the world. To improve the computa-
tional efficiency, researchers propose multilingual
NMT that enables one model to handle multiple
translation tasks (Ha et al., 2016; Johnson et al.,
2017). Apart from the benefits for training and de-
ployment, the shared underlying neural network in
multilingual NMT also brings knowledge transfer
among similar languages (Tan et al., 2019).

Despite its simplicity, multilingual NMT model
often suffers from representation bottleneck caused
by language interference (Wang et al., 2020b; Wang
and Zhang, 2022) when massive number of lan-
guages involved (Aharoni et al., 2019), which leads
to performance degradation compared to bilingual
translation models. Several methods have been
proposed to break the bottleneck, such as design-
ing language specific modules (Wang et al., 2019;
Sachan and Neubig, 2018), hidden units (Wang
et al., 2018) or routing path (Zhang et al., 2021).
Among them, the most intuitive approach is group-
ing the languages into several clusters and train-
ing one multilingual NMT model for each cluster.
These methods use similarity between language
representations as clustering criterion, in which
the representations come from language embed-
ding vectors of a pretrained universal multilingual
model or sparse language vectors of a multilingual
knowledge base (Tan et al., 2019; Oncevay et al.,
2020).
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However, language similarity is not enough for
modeling the relationship among translation tasks
because of two reasons. First, a translation task in-
cludes a source language and a target language,
while the language similarity only consider the
feature of a single language. Second, the simi-
larity metric cannot handle the asymmetric rela-
tionship between translation tasks. Zamir et al.
(2018); Wang et al. (2022) show the asymmetry in
multi-task learning and multilingual translation in
which one task may benefit from another but not
vice versa. Table 1 shows the three kinds of task
relationships in multilingual NMT. Case (A) and
(B) represent symmetric relationship in which the
influence of the two tasks on each other are both
positive or both negative. While in case (C), the
relationship is asymmetric in which the task en-zh
can benefit from the task en-ja but en-ja is harmed
by en-zh when the two tasks are jointly trained.

In this work, we propose a fuzzy task clustering
method for multilingual NMT to address the asym-
metric problem among translation tasks. We use
the task affinity (Fifty et al., 2021) as the clustering
criterion, which measures the loss change of one
task caused by the training of another task. We first
train a universal multilingual model to obtain the
affinity between each two tasks. Then we cluster
tasks based on the affinity score such that tasks
within each cluster can symmetrically benefit each
other. For each cluster, we also select a set of aux-
iliary tasks that asymmetrically benefit the tasks
in this cluster. Finally, we build separate models
for each cluster, and train the model on both the
tasks in the cluster and the corresponding auxiliary
tasks. In this way, the model for each cluster can
exploit the auxiliary tasks to facilitate training and
improve the model quality. Compared to previous
language clustering based methods, the proposed
method improves positive knowledge transfer be-
tween tasks by introducing auxiliary tasks. To fur-
ther address the increased burden of model training
due to auxiliary tasks involved, we therefore pro-
pose a dynamic data sampling strategy, in which
the sampling weights of auxiliary tasks gradually
decrease to allow the optimization process to focus
more on the tasks that used in inference.

To summarize, our method has the following
advantages:

* The clustering criterion in our method directly
measures the effect on one translation task
when training another, which can better model

the relationship between tasks compared to
language similarity.

* The fuzzy clustering paradigm introduces aux-
iliary tasks for each cluster, breaking the bar-
rier between clusters and improving positive
knowledge transfer.

2 Problem Formulation

2.1 General Formulation

Given a set of translation tasks 7 = {7y,...,7n},
we group the tasks into K € {k € NT|k < N}
clusters C:

ek # 0,Vk
K

CI Cl,...,CK Uck:T (1)
k=1

Ciijzw,Vi#j

For each cluster ¢, we find out a set of auxiliary
tasks from other clusters that benefit the tasks in
cg. By combining the auxiliary tasks and tasks in
¢k, we obtain another cluster gi. The set of gy, is
denoted as:

K
g =T
G=4q91,-- 9K kgl (@)
CkggkaVk

where the tasks 7 € g, \ ¢ are the auxiliary tasks
of Cl.

We then build a multilingual NMT model M,
for each cluster ¢;, to handle the translation tasks in
cx. The model M, is trained on gg, which consists
of both the tasks from c; and the corresponding
auxiliary tasks, by minimizing the cross-entropy
loss:

argminz Z — log p(y[x, Mk) 3)

Mk regp (xy)ET

where (X, y) is a sentence pair from task 7.

For a predefined quality measure Q(7|M) of a
model M on task 7, our goal is to find the opti-
mal clusters C and G that maximize the inference
performance of all tasks:

K

arg max Z Z Q(1|My) 4)

9K kSiree,

2.2 Specialized Cases

We can see in this section that bilingual, multi-
lingual, and clustering based methods are special
cases of our formulation.
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Bilingual Translation When K = N, namely
we assign only one translation task for each clus-
ter and train individual model for each task, the
problem degrades into bilingual translation. The
bilingual model for each cluster is trained with
Equation (3).

Multilingual Translation When K = 1, a uni-
versal multilingual NMT model is trained for all
tasks as in Johnson et al. (2017). To distinguish dif-
ferent languages, a special token called language
tag is appended at the beginning of each source
sentence.

Language Clustering for Multilingual NMT
When 1 < K < N, C = G, the tasks are grouped
into separate clusters without auxiliary tasks. For
example, Tan et al. (2019) first train a universal mul-
tilingual NMT model to obtain language embed-
ding vectors. Based on the the embedding vectors,
they cluster the languages into different groups and
train individual model for each cluster.

3 Method

In this section, we first describe the translation task
affinity used for modeling the asymmetric relation-
ship between tasks (Section 3.1), followed by the
translation task clustering method that clusters the
tasks and finds out the auxiliary tasks for each clus-
ter (Section 3.2). We finally build a model for each
cluster and train the model with dynamic data sam-
pling strategy (Section 3.3).

3.1 Translation Task Affinity

We first focus on the quality measure Q(7|M ) of a
model M on task 7. A popular choice for modeling
and optimizing the quality of a translation model is
cross-entropy loss (Bahdanau et al., 2015; Vaswani
et al., 2017). A lower cross-entropy indicates a
better model. Therefore, we use the negative cross-
entropy, namely the log-probability, to measure the
quality of M on task 7:

Q(r|M) = Z log p(y|x, M 5)

(x,y)€T

Obviously, training one model M for each task
T is a possible solution for Equation (4), since the
training objective in Equation (3) is identical to
maximizing Q(7|M).

Previous works find out that the performance on
some tasks can be improved when jointly trained
(Tan et al., 2019; Standley et al., 2020; Chiang

et al., 2022). Therefore, we want to find out which
task can benefit another under the quality measure
Q(7|M) in multilingual training. Formally, given
two tasks 7; and 7;, the affinity Z;_,; from 7; to 7;
is defined by:

Zj—i = Q(ri| M) — Q(7:| M>) (©)
where M is trained on tasks 7; and 7;, while M>
is trained on task 7;. A positive value Z;_,; > 0
indicates that the task 7; brings positive knowledge
transfer to task 7;, while a negative value indicates
that the task 7; is harmful to task 7;. Note that
Zj—i # Zij, and thus we call it asymmetric
task affinity.

However, exhaustively searching over all pos-
sible combinations of | 7| tasks requires training
2Tl 1 models, which is unaffordable. We there-
fore turn to an efficient approximation that mea-
sures, at each training step, the change of one task’s
loss caused by the optimization of another task
(Fifty et al., 2021). The affinity from task j to task
i at step ¢ is defined as':

Z5 s = logp(y|x, M'*") —log p(y|x, M) (7)

where (x,y) is a sentence pair sampled from task
7;, and M'*! is obtained by one-step training on
task 7; of model M*.

Similar to Tan et al. (2019), we first train a uni-
versal model for all the language pairs. During
training, we calculate the affinity Z; _,; with ran-
domly and uniformly sampled tasks 7; and 7; at
t-th step?. The affinity is then accumulated across
all steps:

T
Zj—)i ~ Zj—)i = ZZ;%Z 3

With the affinity matrix Z € RI71XI71 our goal
in Equation (4) becomes maximizing the overall
inter-task affinity as proved in Section A:

argmax Z Z Z Zj—i )

k=1T7;€c TjEGL

'In Fifty et al. (2021), they consider the ratio of the loss
change to eliminate the scale dlscrepancy among different task

% Since the task loss scales
are similar in multihngual translation, we only consider the
absolute loss change.

In multilingual NMT, a single batch can contain sentence
pairs from multiple tasks (Johnson et al., 2017), which is un-
suitable for Equation (7). We therefore iteratively use batches
contain multiple tasks to stabilize training, and batches contain
only one task to calculate Z j-ﬁ

gt
losses: Zj_,; =1 —
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3.2 Translation Task Clustering

We now describe how to solve Equation (9). Simi-
lar to reduction from Set-Cover that chooses a sub-
set covering all the tasks to minimize the overall
cost (Standley et al., 2020), this problem is NP-hard
in general. We therefore propose a greedy approxi-
mation that iteratively constructs the clusters C and
G to minimize the overall affinity.

As shown in Figure 1(b), we first initialize C
with N clusters, where each cluster contains only
one task. With the affinity matrix Z, we build the
corresponding N clusters of G:

gk =crU{rj|Zj»: >0} Vk=1,...,N (10)

where 7; € cp.
We define the score function S(cg, gx) to mea-
sure the cluster affinity of ¢; and corresponding gy:

1
J2 2 e

‘g Ti€ECk TjEIE

S(Cmgk) =

where —- is the normalization term for the number

of tasks.k We also define the rule of the union of
two clusters ¢ and ¢s in C, and g1 and g3 in G:

c1 LCJCQ ={7|T €c1 or T € 2}

g1yg2 =(c1ye2) U

(-

As shown in Figure 1(c-e), for each two clusters,
we form a union of them based on the above union
rule and calculate the cluster affinity. The clusters
with maximum overall affinity are selected. The
clustering step is repeated until no union of two
clusters can further improve the overall affinity, i.e.,
for any of two clusters c; and ¢y, we have:

(12)

T; € g1 OF T; € g2
Zj%i >0,V €1 LCJCQ

S(eryez, g1Uge) < Sler, g1) + S(ez, g2) (13)

After iteration’, the Equation (4) is solved and
we obtain K clusters in C as well as K correspond-
ing clusters in G. We train one multilingual NMT
model (Johnson et al., 2017) for the tasks in each
cluster, where each model M, is trained with tasks
in g and is used for inference of tasks in cy.

3In most of our experiments, the iteration can stop with a
proper number of resulting K clusters. However, there is no
theoretical guarantee for convergence and it may degrade into
bilingual (X = N) or universal (X = 1) models. In prac-
tise, early-stop can be adopted when K satisfies a predefined
constraints (Standley et al., 2020).

(c) Union clusters 1 and 2

(a) Affinity Matrix Z k| ¢ G |S(c,9)
Ty, T T3 1ty 72| 71,72 1.25
;| 11]02]02 2| 13 | To13 0.7

7,] 03 | 0.9 |-02
15-02] 01 | 12

(d) Union clusters 1 and 3

k| ¢ G 1S9
1,13 T, T 1.15
(b) Initialize € and G e
2| 1, [11,T 73| 0.4
k|jc g Blg)
17 | 701y 0.7 (€) Union clusters 2 and 3
2|ty |t1,70,73| 0.4 k| ¢ g B9
3|13 | 1,15 | 07 1l |17 | 07
2 |15, 13 |11, 75,73 0.8

Figure 1: An example of clustering 3 tasks. Based on
the affinity matrix (a), we first initialize the clusters C
and G (b), and then make union of each of two clusters
(c-e). In this example, (c) brings highest overall affinity
(1.95) and no union of two clusters can further improve
the affinity (1.2 if the three tasks belong to one cluster).
Thus the clusters in (c) is the clustering result.

3.3 Training with Dynamic Data Sampling

We now focus on the training of model Mj. The
training objective, as described in Equation (3), is
to minimize the overall cross-entropy loss for tasks
in gi. Since the training tasks in g, contain both the
inference tasks in ¢, and other auxiliary tasks g \
¢k, the objective brings positive knowledge transfer
and can improve the translation quality compared
to that only trained with tasks in c;. However, it
also introduces extra burden for the model due to
more auxiliary tasks involved.

We therefore propose a dynamic data sampling
strategy that gradually decreases the weights of
auxiliary tasks and focuses more on inference tasks.
We start from the temperature based sampling (Con-
neau et al., 2020) that samples training data from
each task 7 € gy according to the data size of each
task | D | and a temperature term p:

1/p
» _ qr _ |D‘r|
PO = M =D a9
TEGE TEGE

We re-scale the sampling distribution P(7) for
the auxiliary tasks 7 € gj, \ ¢ as a function of the
training epoch F:

ing_iCk-

15
if 7€ ck (15)

Py(r) = { ]1{1?;9) ot Pi(r)

where ) is the decay rate of the sampling weight.

The term % considers the number of auxiliary

|9k | o
tasks. If there are too many auxiliary tasks for
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training the model, namely |g| > |cg|, the weight
of each auxiliary task should be smaller. Other
dynamic data sampling and task weighting meth-
ods can also be used for prioritizing the inference
tasks in ¢ (Lin et al., 2019; Wang et al., 2020a;
Mahapatra and Rajan, 2020).

4 Experiment Setup

4.1 Dataset

We evaluate our method on the TED 2020 Par-
allel Sentences Corpus collected by Reimers and
Gurevych (2020). The dataset contains sentences
from TED talks with their translations in more than
100 languages provided by a global community of
volunteers.

For one-to-many (O2M) translation and many-
to-one (M20) translation scenarios, we select 28
languages (es, ft, ar, zh, ko, ru, tr, it, ja, he, pt, ro, vi,
nl, hu, fa, pl, de, el, sr, bg, uk, hr, cs, id, th, sv, sk)
+> English that contain more than 100K sentence
pairs* and the data statistics are shown in Supple-
mentary Materials (Section B). We randomly select
4,000 sentence pairs as validation set and 4, 000
sentence pairs as test set for each language pair.
We use byte-pair encoding (BPE) (Sennrich et al.,
2016) to encode all sentences and learn the BPE op-
eration using sentencepiece (Kudo and Richardson,
2018), which results in a shared subword vocabu-
lary containing 32K sub-word symbols.

For many-to-many (M2M) translation, we select
10 languages (es, fr, ar, ko, ru, tr, it, ja, he, pt) from
the TED 2020 Parallel Sentences Corpus. Each two
languages contains about 300K parallel sentences,
which results in 90 translation directions. We pre-
process the data in the same way as in O2M and
M?20 setting.

The multilingual datasets are sampled with tem-
perature based strategy with p = 5, and the sam-
pling weight decay rate in our method is set to
A =0.5.

4.2 Model Settings

We conduct the experiments using the Transformer
model (Vaswani et al., 2017) and implement our
method based on the fairseq codebase®. For
the O2M and M20 experiments, we use a 4-layer

“We remove Brazilian Portuguese (pt-br) and Traditional
Chinese (zh-tw) since they are similar to Portuguese (pt) and
Simplified Chinese (zh-cn). we use zh to indicate zh-cn for
simplicity.

Shttps://github.com/pytorch/fairseq

model® with embedding size 512 and FFN layer
dimension 1024. For the M2M experiment, we
adopt the transformer_iwslt_de_en con-
figuration which represents 6-layer model. Each
mini-batch contains roughly 16, 384 tokens. All
models are trained with Adam optimizer (Kingma
and Ba, 2015) on Nvidia 3090 GPUs. We use 2
GPUs for O2M and M20 translation, and 4 GPUs
for M2M translation. We use SacreBLEU to mea-
sure the translation quality (Papineni et al., 2002;
Post, 2018) and test the statistical significance by
bootstrap resampling (Koehn, 2004).

4.3 Systems

The following methods are used in our experi-
ments.

Bilingual (Bi.) We train a Transformer model for
each task, which results in NV individual models for
N translation directions (Vaswani et al., 2017) .

Multilingual (Multi.) We train a universal multi-
lingual Transformer model for all translation direc-
tions (Johnson et al., 2017).

Language Embedding Clustering (LEC) We
cluster the languages based on the language em-
bedding and train one multilingual model for each
cluster. The number of clusters K is obtained with
elbow method following Tan et al. (2019).

Hard Task Affinity Clustering (HTAC) We use
the affinity instead of language embedding for clus-
tering and no auxiliary tasks are used for training,
namely we set A = 400 in Equation (15), which is
equivalent to G = C.

Fuzzy Task Affinity Clustering (FTAC) We use
the affinity for clustering and incorporate auxiliary
tasks with dynamic data sampling during training.

5 Results and Analyses

5.1 Clustering Results

For the LEC method (Tan et al., 2019), we obtain
9 clusters in O2M translation: {{sk, cs, hr, sr, pl},
{sv, uk}, {th, el, hu, vi, he, ar}, {id}, {bg, ro}, {de,
fa, nl, pt, it, tr, fr, es}, {ru}, {zh}, {ja, ko}}. In
M20 translation, there are 11 clusters: {{sk, cs},
{sv}, {th}, {id, vi}, {hr, bg, sr}, {uk, pl, ru}, {el},
{de, hu, nl, tr}, {fa, he, ar}, {ro, pt, it, fr, es}, {ja,
ko, zh}}.

®We use 4-layer model because some bilingual models
cannot converge with 6-layer setting.
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Task of Interests
sr hr JE ko zh pI sk ¢s sv m de he hu el bg uk ar fa ro id es fr pt it vi tr ru th
LI T T T O T T T S T T B B |

Auxiliary Tasks
[oX
|

Task of Interests

hu zh ko ja th ar el fa he tr pI csskbg hr es ro fr nl pt de sr uk id vi sv it ru
N T T T T T T T T

- 0.2

2 pl- -0.1

-0.0

Figure 2: The task affinity between English to 28 languages (O2M, Left) and 28 languages to English (M20, Right).
Each cell (4, j) represents the affinity Z;_, ; of task 7; to task 7;.

k | cx (en—X) | gk \ cx (en—X)

1 \ st, hr \ fr, uk, bg, sv, el, pl, cs, es, it, sk
2 | ja,zh, ko | tr, vi, th

3 | pl sk, cs | hu, ru, he, fr

4 | sv,nl de | zh, id, sk, hr

5 | he,hu | sv.ja, sk, de, ar

6 | el, bg,uk | sk, es, fa, sr, th

7 | ro,id, es, fr, pt, it | sv, cs, de, hr, sr, pl
8 | arfa | hu, vi, de, nl

9 | trvi | ja, zh, ar, th, ko

10 | th,ru | ja, zh, el, ar, he, ko

Table 2: The clustering results of our method for one-to-
many translation. Each language X denotes a translation
task en—X.

k| ek X—en) | g&\ cx (X—en)

1 ‘ hu sk, ar, ro, pt, pl, hr, sv, ru, th, uk,
fa, id, zh, it, fr, de, ja, ko, cs, he

2 | zh, ko, ja, th | ar, uk, de, hu

3 | ar, el, fa, he ‘ ru, cs, pl, ro, es, hr, uk, sr, ja, id,

4 \ tr, pl, cs, sk \ ru, sr, ko, ja

5 | bg, hr | sk, ru,cs, pl, fa, nl, el, id

6 \ es, ro, fr, nl, pt \ sk, id, bg

7 ‘ de, sr, uk ‘ sk, sv, ru, cs, pl, ro, ar, hr, fa, nl,
ko, it, zh, el, id, he

8 | id, vi th, fr, pl, hr, uk, de, fa, sr, ko, it, ja,

zh, tr, he
sk, fr, pl, uk, nl, ja, pt, he

9 \ sv, it, ru

Table 3: The clustering results of our method for many-
to-one translation. Each language X denotes a transla-
tion task X—-en.

For our task affinity based method (FTAC), we
first show the task affinity in one-to-many and
many-to-one scenarios in Figure 2. Obviously, the
left part (O2M) and the right part (M20) share
one common pattern that the cells on the diago-
nal line are darker, which indicates that each task
contributes more on itself. Besides, there are more

differences between O2M and M20 models which
leads to several interesting findings:

* We find that the cells on the diagonal line in
O2M are darker than M20O models, and the
cells beyond diagonal line are lighter in O2M
model. The observation indicates that a task
in O2M model relies more on itself and the
positive knowledge transfer is more common
in M20 multilingual model. This may be
because the burden of generation is mainly on
the decoder (Dabre et al., 2020), and the tasks
in a M20 model share one target language.
Thus the tasks in M20 translation can benefit
each other and reduce the generation burden.

* The affinity between tasks better correlates
with linguistic similarity in O2M model. For
example, the Serbian (sr) and Croatian (hr)
are similar languages and the affinity between
en—sr and en—hr is quite high. Similar to
language embedding (Tan et al., 2019), the
affinity also captures the regional, cultural,
and historical influences in O2M model (see
the affinities between ja, ko, and zh).

* The affinities in M20O model cannot reflect
linguistic proximities. As claimed above, the
positive knowledge transfer mainly occurs in
the decoder to facilitate generation. The dif-
ferences in the target side between M20 trans-
lation tasks are imperceptible and affected by
factors like data sizes, training schedule or
optimization.

Based on the affinity matrix, we cluster the lan-
guages using the method described in Section 3.2
and show the clustering results for O2M multilin-
gual translation in Table 2 and M20 translation in
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One-to-Many Many-to-One

Bi. Multi LEC HTAC FTAC A; A, | Bi. Multi LEC HTAC FTAC A, A,
encves | 405 389 413 420 425 +1.2 +3.67 [ 436 461 462 464 484 +22 237
enc>fr | 414 39.6 422 428 433 +1.1 4377379 403 400 405 421 +2.1 +1.8f
encvar | 163 145 172 172 177 +05 +321 329 346 363 365 379 +1.6 +3.31
enc3zh | 166 146 166 165 17.0  +04 +247 225 254 252 258 266 +14 +1.2f
encyko | 6.5 6.4 7.6 7.4 7.9 403 +157]197 217 226 232 237 +1.1 +20f
ene>ru | 209 184 209 209 212 +03 +2.87]254 288 284 288 289 +0.5 +0.1
encstr | 170 159 175 186 191 +1.6 +327[271 280 287 295 305 +1.8 +2.5F
enc>it | 334 327 350 358 359 +09 +321[375 408 408 410 413 +05 +0.5¢
enja | 145 140 17.0 170 175 +05 +357 153 174 183 190 19.6 +13 +2.2f
encvhe | 269 244 281 286 291 +1.0 +477[382 389 405 407 429 +24 +40f
en>pt | 37.6 359 385 394 399 +14 +4.01 | 411 435 440 443 459 +19 +2.4f
encyro | 277 266 285 295 300 +1.5 +347 372 401 396 399 419 423 +1.8f
enc>vi | 29.0 275 307 308 312 405 +3.7V 296 320 322 322 327 +05 +0.7%
enc>nl | 317 298 327 329 334 +07 +3.6' 368 385 386 388 401 +1.5 +1.6f
enchu | 17.8 148 170 178 183 +13 4351|271 273 276 271 287  +1.1 +14f
enc>fa | 182 177 195 196 201 +0.6 +2.41 298 319 321 330 345 +24 +2.6!
en>pl | 156 153 182 184 189 407 +3.601[232 270 268 273 281 +13 +1.1f
enc>de | 266 249 273 283 288 +15 +397[338 357 361 358 374 +13 +177
encvel | 320 288 339 337 342 +03 +547[396 410 396 415 425 429 +1.5F
encrsr | 220 219 255 243 248 07 +297[376 402 419 420 417 02 +1.5F
enc>bg | 32.6 308 346 346 351 +0.5 +4371(392 425 427 428 427 400 +02
encuk | 189 183 215 211 21,6 +0.1 +337[274 312 309 314 315 +06 +03
encvhr | 274 260 306 295 303 -0.3 +437]380 427 441 436 428 -13  +0.1
encves | 206 19.0 231 233 238 +0.7 +48T 311 345 339 363 367 +28 +22f
enc>id | 315 279 315 316 326 +1.1 +47V 317 333 345 346 354 +09 +2.1f
enc>th | 17.8 163 185 193 198 +1.3 +3.51 | 249 271 249 281 291  +42 +2.0f
enc>sv | 349 307 336 365 372 +3.6 +6.51 | 404 420 404 434 444  +40 +24F
encssk | 206 195 252 243 248 04 +537]299 349 361 374 381 +20 +3.2f
Average | 249 233 262 265 270 +08 +3.7 | 321 346 348 354 363 +l6 +17

Table 4: BLEU scores of one-to-many (O2M, Left) and many-to-one (M20, Right) translation with different
methods. The column A; and A, are the improvements of FTAC compared to LEC and Multi. respectively. T and
¥ indicate the corresponding improvement is statistically significant with p < 0.01 and 0.05 respectively.

Table 3. We find that the clusters in M20O trans-
lation contain more auxiliary tasks, which proves
that the M20 translation can benefit more from
multilingual training.

For many-to-many translation, we show the affin-
ity heatmap and clustering results in Supplementary
Materials (Section C).

5.2 O2M and M20O Translation Quality

We present the translation quality of different meth-
ods in Table 4. By comparing different methods,
several observations can be found.

* Our FTAC method can well address the asym-
metry in multilingual NMT and outperforms
the Multi. baseline in all translation tasks.

* Clustering methods perform better in O2M
translation. The LEC method outperforms the
multilingual baseline by 2.9 BLEU in O2M
translation but only 0.2 BLEU in M20 trans-
lation. Similarly, the HTAC method achieves
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improvements of 3.2 BLEU and 0.8 BLEU
in O2M and M20 respectively. The results
prove that the burden of generation caused by
number of target languages involved is impor-
tant in O2M translation, and the problem can
be well addressed by clustering the tasks into
different groups.

* Clustering based on task affinity performs bet-

ter than based on language embedding. Com-
pared to LEC method, HTAC achieves im-
provements of 0.3 BLEU in O2M setting and
0.6 BLEU in M20 setting.

* The asymmetry feature of task affinity that

leads to fuzzy clustering is important, and the
auxiliary tasks in each cluster brings large im-
provements, especially for M20O setting. The
FTAC method with auxiliary tasks outper-
forms the HTAC method without auxiliary
tasks by 0.5 BLEU and 0.9 BLEU in O2M
and M20 respectively.



|  —es —fr —ar —ko —sru —tr —it —ja —he —pt

es— ‘ - 35.9/+3.9 12.2/+3.8 16.743.9 16.9/+3.9 15.0/+44 30.3/+4.0 15.2/+53 18.8/+6.2 31.3/4+6.3
fr— ‘ 28.9/+4.6 - 11.4/+2.6  16.6/+3.4 163/+4.5 14.0/+4.1 283/+4.1 14.7/+53 18.3/+5.3 28.8/+5.2
ar— ‘ 23.8/+2.4  27.8/+4.0 - 15.2/+2.4 14.0/+3.3 12.3/+3.2 21.8/+3.8 13.3/42.3 15.5/+4.5 22.2/+54
ko— ‘ 15.5/+2.4 22.4/+2.3  6.8/+1.6 - 10.4/42.0  9.8/+2.1 15.6/+2.5 14.4/+3.0 10.0/+2.2 14.8/+2.8
ru— ‘ 20.3/+3.5 27.1/434  8.2/+1.9 14.9/+1.9 - 11.2/+2.3  20.0/+3.1 13.3/43.8 13.2/+3.6  19.5/+4.9
tr— ‘ 21.0/43.4  269/+3.0 9.4/+2.2 15.4/+2.8  12.6/+2.9 - 19.8/43.6  14.0/+3.6  13.9/+3.0 20.4/+4.2
it— ‘ 30.2/+3.6  349/+3.3 11.3/43.5 16.7/+3.8 164/+44 14.1/+2.3 - 14.8/+5.0 18.2/+5.1 29.1/+6.0
ja— ‘ 13.1/+1.5 19.8/+2.2  5.7/+1.3 13.4/+1.8  8.6/+0.3 8.6/+1.2  13.6/+1.8 - 7.8/+1.9 12.9/+2.5
he— ‘ 26.8/+4.8 31.9/+5.6 11.8/+3.2 16.4/+2.2 16.4/+3.8 13.5/42.6 24.7/+43 14.5/+2.6 - 26.1/46.1
pt— ‘ 32.5/+4.8  36.3/+3.7 11.9/+44 17.1/+4.6 16.4/+49 14.2/+53 30.2/+44 154/+53 18.7/+6.1 -

Table 5: Many-to-many (M2M) translation quality measured by BLEU score. We compare our method (FTAC)
with the multilingual baseline (Multi.). The BLEU scores of FTAC and the improvements A are reported with the

format of FTAC/A.

5.3 M2M Translation Quality

For many-to-many setting, the language embedding
based clustering methods are not suitable since the
source language and target language in a translation
task may be clustered into different groups. On the
other hand, our method well handles M2M multi-
lingual translation by directly clustering different
tasks based on the affinity between them.

We compare our method (FTAC) with the multi-
lingual baseline (Multi.) and the results are shown
in Table 5. Our method consistently outperforms
the baseline method by up to +-6.3 BLEU and +3.6
BLEU on average. The results in M2M translation
show that our method can well handle M2M trans-
lation.

5.4 The Effects of Auxiliary Tasks

To further understand the performance gain con-
tributed by auxiliary tasks, we analyze the effects
of different sampling strategies for auxiliary tasks.
Besides the HTAC and FTAC methods, we also
compare the following strategies:

* Rand. We randomly select |gy, \ cx| auxiliary
tasks for each cluster c.

* Temp. We use vanilla temperature based sam-
pling for all tasks by setting Py (1) = Py (7)
in Equation (15).

* Fix. We set A\ = 0 in Equation (15), namely
the sampling weights only correlate with the
number of auxiliary tasks involved.

Table 6 shows the average BLEU of different
methods in one-to-many translation. The detailed
results are shown in Supplementary Materials (Sec-
tion D). By comparing HTAC and Rand., we find

Method \ HTAC Rand. Temp. Fix. FTAC
Result | 35.4 33.9 350 351 36.3

Table 6: Results of different sampling strategies for
auxiliary task data in one-to-many translation (measured
by average BLEU).

that arbitrarily adding auxiliary tasks significantly
hurts the performance by 1.9 BLEU, which proves
the effectiveness of our FTAC method for select-
ing proper auxiliary tasks. Besides, we find that
the Temp. and Fix. methods also perform worse
than HTAC, which indicates that the auxiliary tasks
bring extra burden for generation although they are
correlated with the inference tasks. By gradually
decreasing the weights of auxiliary tasks during
training, the FTAC method can focus more on the
inference tasks and bring better results.

6 Conclusion

In this work, we have proposed a fuzzy task cluster-
ing method to address the asymmetric problem in
multilingual NMT based on task affinity. The task
affinity is defined by the loss change of one task
after a step training of another task. Based on the
affinity, we cluster translation tasks, each of which
contains tasks that are symmetric. Each cluster is
further equipped with auxiliary tasks that can bene-
fit the model training of this cluster. Experiments
show that our fuzzy task clustering method signif-
icant outperforms the strong baselines. We also
show the effectiveness of incorporating auxiliary
tasks in a multilingual translation model. In the
future, we plan to explore more efficient and effec-
tive clustering criterion by exploiting large-scale
pre-trained multilingual models.
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Language | es fr ar zh ko ru tr
Data Size | 413 407 404 399 396 386 374
Language | it ja he pt ro vi nl
Data Size | 370 363 349 326 325 323 317
Language | hu fa pl de el st bg
Data Size ‘ 305 302 297 294 267 258 247
Language | uk  hr cs id th sv sk
Data Size | 206 196 169 163 159 120 105

Table 7: The data size (K) of 28 langusges X<+>English
used in M20 and O2M translation.

es fr ar ko u tr it ja he pt
es - 401 399 393 384 371 368 362 347 320
fr | 401 - 396 390 382 369 365 360 344 317
ar [ 399 396 - 389 381 368 365 359 344 317
ko | 393 390 389 - 378 363 362 356 342 314
ru | 384 382 381 378 - 356 357 355 341 307
tr | 371 369 368 363 356 - 340 338 324 300
it | 368 365 365 362 357 340 - 340 330 296
ja [ 362 360 359 356 355 338 340 - 330 290
he | 347 344 344 342 341 324 330 330 - 282
pt | 320 317 317 314 307 300 296 290 282 -

Table 8: The data size (K) used in many-to-many (M2M)
translation.

A The Clustering Objective

We want to maximize the overall performance of
all tasks by finding the clusters C and G:

argmax Z Z Q(7:| M)

COK  krce (16)
s.t. My —argmln Z Z — log p(y|x, M)

Tj €9k (X,Y)ET;

Assume that the quality Q(7;|M}) on task 7;
with the model trained on tasks 7; € g is an ap-
proximation of the average of the model qualities
on task 7; with the models trained on task 7; and
task 7;:

(7—7,|Mk |g | Z Q T’L|M‘F1 ‘r]) (]7)

Tj €9k

| HTAC Rand. Temp. Fix. FTAC
es—en ‘ 46.4 45.1 46.8 47.4 48.4
fr—en ‘ 40.5 39.2 40.5 41.0 42.1
ar—en ‘ 36.5 34.4 36.8 36.4 379
zh—en ‘ 25.8 24.8 25.7 25.6 26.6
ko—en ‘ 23.2 22.0 22.8 22.8 23.7
ru—en ‘ 28.8 27.8 28.2 27.2 28.9
tr—en ‘ 29.5 28.3 28.9 29.8 30.5
it—en ‘ 41.0 39.6 40.4 39.5 41.3
ja—en ‘ 19.0 17.8 18.6 18.5 19.6
he—en ‘ 40.7 38.5 40.8 41.4 429
pt—en | 443 42.8 444 449 459
ro—en ‘ 39.9 38.7 40.7 40.7 41.9
vi—en ‘ 322 32.1 31.0 314 32.7
nl—en ‘ 38.8 37.5 38.8 38.9 40.1
hu—en ‘ 27.1 27.5 25.8 27.6 28.7
fa—en ‘ 33.0 31.6 33.2 32.6 34.5
pl—en ‘ 27.3 259 26.8 27.5 28.1
de—en ‘ 35.8 37.0 36.9 36.3 37.4
el—wen | 415 39.1 40.8 409 425
sr—en ‘ 42.0 40.7 40.3 40.5 41.7
bg—en ‘ 42.8 40.3 42.5 41.2 42.7
uk—en ‘ 31.4 30.9 31.5 30.6 31.5
hr—en ‘ 43.6 39.5 433 41.2 42.8
cs—en ‘ 36.3 33.4 34.6 36.0 36.7
id—en ‘ 34.6 33.7 32.7 34.0 354
th—en ‘ 28.1 26.6 27.4 27.9 29.1
sv—en ‘ 43.4 41.6 429 423 44.4
sk—en ‘ 37.4 33.5 355 37.3 38.1
Average | 354 339 350  35.1 36.3

Table 9: BLEU score of many-to-one (M20) translation
with different data sampling strategies.

where MTN]. is the model trained on tasks 7; and
7;. Then the objective becomes:

argmax Z Z Q(7i| M)

k=1T;€Eck
(18)
Nargmax Z Z Z Q(1i| M=, ~;)
¢.6,K k=1T; GCk Tj €9k

Since the task T; € ci must appear in g, the
term Q(7;| My, ) is irrelevant to the arg max opera-
tion:

argmax Z Z Q7| My)

COK e

Nargmax Z Z Z Q7| M7, ;) — Q(7:i| M~,))
k=1T7;€ck TjEG
—argmax Z Z Z Zi—i
k=1T;Eck TjEGE
(19)
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k ‘ Ck ‘ gk \ Ck

1 \ ja-ru \ it-ru, tr-ru, ja-it, it-pt, ar-ru, pt-ru, ko-ru, ja-fr, ru-fr, he-fr, fr-ru, es-ru, ar-es
2 \ ar-es \ es-it, ja-es, ru-es, ar-it, pt-es, tr-es, es-ar, ar-pt, ko-es, fr-pt, ar-ko, fr-es
3 | he-trja-tr | fr-tr, ru-tr, es-tr, it-tr, pt-tr

4 | pt-frtr-fr | ar-fr, it-fr, es-fr, ko-fr

5 | ru-trit-tr | ar-tr, he-tr, ja-tr

6 | he-ja,ar-ja | tr-ja, ko-ja, it-ja, pt-ja

7 | ko-he,tr-he | ja-he, ru-he, es-he, ar-he, it-he

8 | ru-arfr-ar | tr-ar, es-ar, ko-ar, it-ar

9 | he-es,ja-es,it-es | ru-es, pt-es, ko-es, ar-es, fr-es

10 | tr-ru,he-ru,es-ru | ar-ru, pt-ru, fr-ru

11 | es-it,ru-it,ja-it | he-it, pt-it, ko-fr, fr-es, pt-es, he-it, fr-it, pt-it, tr-fr
12 | pt-he,ru-he,ja-he,it-he | ko-he, tr-he, fr-ar

13 | es-fr,he-fr,ru-fr | ar-fr, it-fr, pt-fr

14 | ja-ar,tr-ar,ko-ar | ru-ar, fr-ar, es-ar, he-ar, it-ar

15 | tr-pt,ja-pt,fr-pt,he-pt | ko-pt, it-pt, tr-it, ru-pt, es-pt

16 | he-ko,ru-ko,ja-ko | tr-ja, ja-ar, pt-ko, es-tr, ar-ko, ru-ar, tr-ko

17 | es-he,ar-he,fr-he | tr-he, it-he, es-ru, pt-he, ru-he, ko-he, ja-he

18 | pt-es,ru-es,ko-es,tr-es,fr-es | ja-es, it-es, ko-fr, ru-ar

19 \ es-ar,he-ar,it-ar,pt-ar \ ja-ar, ko-ja, tr-ar, fr-ar, pt-fr, it-pt, ko-ar

20 | it-frko-fr,ar-fr,ja-fr | es-fr, pt-fr, tr-fr, ru-fr

21 | pt-ruko-ru,fr-ru,it-ru,ar-ru | es-ru, it-pt, he-ru

22 | es-tr,pt-tr,ko-tr,fr-tr,ar-tr | ja-tr, ru-tr

23 | it-ko,tr-ko,ar-ko,fr-ko,es-ko,pt-ko | ja-ko, he-ko, ru-ko

24 | ru-pt,it-pt,es-pt,ar-pt,ko-pt | es-fr, ru-it, pt-it, ja-pt, fr-pt, he-pt

25 | pt-ja,es-ja,tr-ja,ru-ja,fr-ja,ko-ja,it-ja | es-ko, ar-ja

26 | he-it,ko-it,tr-it, fr-it,ar-it,pt-it | fr-es, ko-fr, ru-it, ru-pt, es-it

Table 10: The clustering results of our method for many-to-many translation.

B Data Statistics and Pre-processing

In our experiments, we use the data from the TED
2020 Parallel Sentences Corpus’, which contains
sentences from TED talks with their translations
provided by a global community of volunteers®.

For one-to-many and many-to-one translation,
we select 28 languages and the data statistics are
shown in Table 7. For many-to-many translation,
we select 10 languages and the data statistics are
shown in Table 8.

For the data pre-processing, we use Jieba’
for segmenting Chinese sentences, Mecab!® for
Japanese and Korean, and Moses!! for other lan-
guages.

"https://github.com/UKPLab/sentence—t
ransformers/blob/master/docs/datasets/TE
D2020 .md.

$https://www.ted.com/participate/tran
slate

*https://github.com/fxsjy/jieba

Ohttps://taku910.github.io/mecab/

"https://github.com/moses-smt/mosesde
coder

C M2M C(lustering

We show the task affinities of many-to-many
(M2M) translation in Figure 3 and the clustering
results in Table 10. From figure 3, we find that
the tasks with the same target languages share
higher affinities compared to the tasks with the
same source languages. From the clustering results
in Table 10, we also find that the tasks with the
same target languages are more likely to be in the
same cluster or serve as auxiliary tasks.

D The Effects of Auxiliary Tasks

The detailed BLEU scores of different data sam-
pling strategies for auxiliary tasks are shown in
Table 9.

E Results on OPUS dataset

In our experiments, we randomly split the data
into training/validation/test set. However, there
can be overlap between sentences in train and
test/validation sets of different language pairs. For
example, one English sentence X in the test set of
task en-de may occur in the training set of en-fr. To
make the results more convincing, we evaluate the
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Figure 3: The affinity heatmap between tasks in many-to-many translation. The orders of tasks in X and Y axes are

identical to the tasks of ¢, in Table 10.

| Multi. LEC FTAC A, Ao
es—en | 25.1 27.0 2890 +19 +3.8
fr—en | 16.1 18.4 20.0 +1.6 +3.9
ar—en | 19.2 21.3 233 +2.0 +4.1
zh—en | 10.0 10.9 11.5 +0.6 +1.5
ko—en | 12.6 14.5 15.1 +0.6 +2.5
ru—en | 15.4 16.4 17.7 +1.3 423
tr—en | 21.1 222 24.3 +2.1 432
it—en | 20.6 23.1 23.8 +0.7 +3.2
ja—en | 11.9 12.9 14.1 +1.2 422
he—en | 28.9 30.9 33.7 +2.8 +4.8
pt—en | 24.8 27.0 28.3 +1.3  +3.5
ro—en | 27.3 28.6 30.6 +2.0 +3.3
vi—en | 19.9 22.8 23.2 +04 +3.3
nl—en | 21.3 232 24.6 +1.4 433
hu—en | 193 20.1 222 421 429
fa—en | 13.1 154 17.0 +1.6 +3.9
pl—en | 20.0 20.7 22.7 +2.0 +2.7
de—en | 13.7 16.8 17.3 +0.5 +3.6
el—en | 222 253 24.1 -1.2 +1.9
sr—en | 24.0 26.9 25.7 -1.2 +1.7
bg—en | 23.8 25.6 26.1 +0.5 423
uk—en | 21.4 22.3 22.4 +0.1 +1.0
hr—en | 23.6 27.0 26.2 -0.8 +2.6
cs—en | 20.7 22.5 233 +0.8 +2.6
id—en | 24.9 29.5 28.8 -0.7  +3.9
th—en | 16.9 18.0 18.9 +0.9 +2.0
sv—en | 17.7 19.6 20.8 +1.2  +3.1
sk—en | 20.5 22.6 22.7 +0.1 +2.2
Average | 19.9 21.8 22.8 +0.9 +2.9

M20 model on the OPUS-100 (Zhang et al., 2020)
multilingual test set which contains no overlap sen-

tences in different tasks, and the results are shown
in Table 11.

Table 11: BLEU score of many-to-one (M20) transla-
tion on the OPUS test set.
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