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Abstract

Unsupervised contrastive sentence embedding
models, e.g., unsupervised SImCSE, use the
InfoNCE loss function in training. Theoreti-
cally, we expect to use larger batches to get
more adequate comparisons among samples
and avoid overfitting. However, increasing
batch size leads to performance degradation
when it exceeds a threshold, which is proba-
bly due to the introduction of false-negative
pairs through statistical observation. To al-
leviate this problem, we introduce a simple
smoothing strategy upon the InfoNCE loss
function, termed Gaussian Smoothed InfoNCE
(GS-InfoNCE). In other words, we add ran-
dom Gaussian noise as an extension to the
negative pairs without increasing the batch
size. Through experiments on the semantic text
similarity tasks, though simple, the proposed
smoothing strategy brings improvements to un-
supervised SimCSE. Our code are available at
https://github.com/caskcsg/gsInfoNCE.

1 Introduction

Good sentence representation benefits many natural
language processing tasks, and sentence representa-
tion learning has been widely studied (Logeswaran
and Lee, 2018; Reimers and Gurevych, 2019). Con-
trastive learning has recently been proposed and
extensively explored to learn high-quality sentence
representations based on the pre-trained language
models(Devlin et al., 2018; Liu et al., 2019). Con-
trastive learning aims to learn effective representa-
tion by pulling close semantically similar sentences
while pushing apart dissimilar ones (Hadsell et al.,
2006). Among those unsupervised sentence em-
bedding learning methods with contrastive learning,
the latest state-of-the-art method, as far as we know,
is unsupervised SImCSE (unsup-SimCSE) (Gao
et al., 2021). unsup-SimCSE implicitly hypothe-
sizes “dropout” as minimal data augmentation and
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Figure 1: The changing trend of the cosine similarities
of the negative pairs in the batch. As the batch_size
increases, the mean values of the top 4 cosine similari-
ties also increase, indicating negative pairs with lower
confidence exists.

assumes a sentence is semantically more similar to
its augmented counterpart than any other sentence.
Though simple, unsup-SimCSE works surprisingly
well, performing on par with previously supervised
counterparts.

Theoretically, since contrastive learning is car-
ried out among samples within a batch, increasing
the batch size will probably bring more adequate
comparisons and avoid overfitting. However, ac-
cording to the original unsup-SimCSE paper (Gao
et al., 2021), a larger batch size does not always
lead to improvements. The performance even de-
creases when the batch size exceeds a threshold.
We assume that as the batch size increases, more
similar sentence samples are probably introduced
and easily constitute false-negative pairs, which is
detrimental to the learning of the model. We de-
sign a probing statistical experiment for different
batch sizes to verify our assumption. We use the
currently best semantic textual similarity model,
i.e., the SimCSE-RoBERTa 4. (Gao et al., 2021)
to measure the cosine similarity of sentence pairs.
Randomly sampling a batch with IV sentences, we
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measure the similarity between all negative pairs
within the batch. We calculate the batch’s top 4
mean similarity values. We repeat the procedure
100 times and average to eliminate randomness.
As shown in Figurel, the top 4 similarity values
increase as the batch size increases. It means that,
in a larger batch, there will be negative pairs com-
prised of more similar sentences. When the batch
size does not exceed a threshold, the negative pairs
of similar sentences are hard negatives and good
for training. But when the batch size exceeds, false-
negative pairs with higher similarity are introduced,
which will mislead the model training. Therefore,
achieving sufficient comparison for samples in a
“confident” (not too large) batch is particularly im-
portant.

As shown in the figure 1, Gaussian noise is far
away from all samples and can constitute a very
confident negative pair with any sample within a
batch. Therefore, we propose to add random Gaus-
sian noise as an extension to the negative pairs
without increasing the batch size . In other words,
we introduce a simple smoothing strategy upon the
InfoNCE loss function by simply adding a Gaus-
sian noise term to the denominator, termed Gaus-
sian Smoothed InfoNCE (GS-InfoNCE). From two
perspectives, the Gaussian noise term can be un-
derstood as a smoothing strategy. Firstly, the num-
ber of negative pairs in a given batch is limited
and discrete, and these pairs are used to approxi-
mate the negative distribution. We can make the
distribution smoother by adding random Gaussian
noise to extend the negative pairs. Secondly, from
the perspective of the loss function, the denom-
inator of GS-InfoNCE’s loss introduces an addi-
tional penalty term to avoid overfitting. Through
experiments on the semantic text similarity (STS)
tasks, GS-InfoNCE outperforms the state-of-the-art
unsup-SimCSE by an average Spearman correla-
tion of 1.38%, 0.72%, 1.17% and 0.28% on the
base of BERT-base, BERT-large, RoBERTa-base
and RoBERTa-large, respectively.

Our contributions can be summarized as fol-
lows: we propose GS-InfoNCE for unsup-SimCSE,
by introducing a simple smoothing strategy upon
the InfoNCE loss function to bring sufficient com-
parison for samples without increasing the batch

'A contemporaneous work (Zhou et al., 2022) has also
randomly initialized new negatives based on random Gaussian
noises to simulate sampling within the whole semantic space,
and devise a gradient-based algorithm to optimize the noise-
based negatives.

size. Our approach can bring improvements to
unsup-SimCSE with different model configurations
through experiments.

2 Background: Contrastive Learning

Contrastive learning is a discriminative representa-
tion learning framework extensively used for unsu-
pervised representation learning. The core idea is
to compare a sentence with a semantically similar
one (i.e., positive example) and many semantically
dissimilar ones (i.e., negative examples). In this
way, the semantically similar sentences are closer
in the representation space, while the semantically
dissimilar ones are farther apart.

InfoNCE (Chen et al., 2020) propose to take a
cross-entropy objective with in-batch negatives,
namely the InfoNCE objective function. It is a
commonly used loss function for contrast learn-
ing by pulling similar sentences closer and push-
ing dissimilar ones apart in the representation
space. Specifically, given a set of sentence pairs:
D= {(xz, xj) }:’ll , where x; and xj are the ith
pair of semantically related sentences. Let h; and
h;“ denote the semantical representations of x; and
x:r, for a mini-batch with V pairs, the training loss
for (@, ;") is:

esim(hi,h;r)r
li=—log (1)
z esim(h; hy)T
j=1

where 7 is a temperature hyperparameter and
sim (hi7 hj) is the similarity measurement func-
tion, which is typically the cosine similarity func-
tion.

Unsupervised SimCSE The idea of unsup-
SimCSE is quite simple: each positive pair takes
the same sentence as input and utilizes “dropout”
as minimal data augmentation. In detail, it takes a
collection of sentences {z;}!", and use =] = ;.
It feeds the same input to the encoder twice by ap-
plying different dropout masks on fully-connected
layers and attention probabilities in the transformer.
Through training, positive pair embeddings ob-
tained are similar in the representation space.

3 Gaussian Smoothed InfoNCE

We introduce a Gaussian noise term to the InfoNCE
loss function, termed Gaussian Smoothed InfoNCE
(GS-InfoNCE). Given a Gaussian distribution as
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follows: G ~ N (,u,az) , whose mean is i, and
the variance is 02, we randomly sample M Gaus-
sian noise vectors from it with the same dimensions
as the sentence vector. These vectors constitute
high confident negative pairs with each sample in
the batch to fill and smooth the representation space.
Note that these Gaussian noise vectors will not par-
ticipate in the positive pair constitution. In that
way, the loss function of GS-InfoNCE is denoted
as follows:

sim(hi,hj)/r

l; = —log c

M
E esim(h;.h;)/T - z esim(gr,h;) /T

j=1 k=1
2)
where g;. is a random Gaussian noise vector, M is
the number of Gaussian noise vectors involved in
the calculation, and A is a balance hyperparameter.
The python implementation of GS-InfoNCE is
quite simple, with only three lines of codes based

on the original InfoNCE implementation in unsup-
SimCSE.

4 Experiments

We focus on unsup-SimCSE and replace the orig-
inal InfoNCE objective loss function with GS-
InfoNCE. Following (Gao et al., 2021), the main
goal of sentence embeddings is to cluster seman-
tically similar sentences. For a fair comparison,
we conduct our experiments on seven semantic tex-
tual similarity (STS) tasks introduced below and
take STS results to compare sentence embedding
methods.

Semantic textual similarity tasks Semantic tex-
tual similarity measures the semantic similarity of
any two sentences. STS 2012-2016 (Agirre et al.,
2012, 2013, 2014, 2015, 2016)and STS Benchmark
(Cer et al., 2017) are widely used semantic textual
simiarlty benchmark datasets. Following unsup-
SimCSE, we use Spearman correlation” to mea-
sure the correlation between the ranks of predicted
scores and the ground-truth.

Training details The training details of unsup-
SimCSE can be found in (Chen et al., 2020) and
github®. Our experimental settings are consistent

https://en.wikipedia.org/wiki/
Spearman%27s_rank_correlation_
coefficient

‘https://github.com/princeton-nlp/
SimCSE

Model SimCSE + GS-InfoNCE
BERT} ¢ 64 64
BERT4ge 64 64
RoBERTay,,, 512 64
RoBERTa;4;g¢ 512 64

Table 1: Comparison of batch_size with or without
using GS-InfoNCE in unsup-SimCSE.

with the original method. For the Gaussian dis-
tribution, we empirically use the standard normal
distribution, with © = 0,02 = 1. Additionally,
we set A = 1 and M = 3 X batch_size for all
experiments. As illustrated in Figure 1, we have
confirmed that increasing the batch size will in-
troduce false-negative pairs with high similarity,
S0 in our experiments, we set the batch size to a
moderate size of 64. Following unsup-SimCSE,
we conduct experiments on four commonly used
models: BERT-base, BERT-large, RoOBERTa-base
and RoBERTa-large.

Main Results We list the experimental results
in Table 2. On the BERT},,. model, in terms of
Spearman correlation, our GS-InfoNCE brings an
average increase of 1.38% over unsup-SimCSE on
seven test sets, and the maximum gain on STS-B
reach 2.85%. On the BERT,,.¢ model, our GS-
InfoNCE gives unsup-SimCSE an average improve-
ment of 0.55% on the 7 test sets, although there
is a slight decrease on the SICK15 and SICK-R
data sets. On the ROBERTay, s and ROBERTa,;.4¢
models, we have a similar situation, with an aver-
age improvement of 1.17% and 0.31% on the 7 test
sets.

In general, the improvement brought by GS-
InfoNCE to unsup-SimCSE is comprehensive. We
can fully surpass the previous best model results
with the same or smaller batch size in different
model configurations, which well demonstrates that
our smoothing strategy has played a key role. We
believe that a finer search of the parameters can
achieve better results and we leave it to our future
work.

Analysis: Effect of hyperprarameter M/ Gaus-
sian random noise constitutes high-confidence neg-
ative pairs with the sentences in a batch. M is the
number of Gaussian noise vectors involved in the
GS-InfoNCE calculation. We further explore the
influence of M on the performance of GS-InfoNCE
on BERT}, .. We reuse the hyperparameters of the
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...

code from origianl unsup-SimCSE above...

z1l, z2 = pooler_output[:,0], pooler_output[:,1]

cos_sim = cls.sim(zl.unsqueeze (l), z2.unsqueeze (0))

reg_random = torch.normal (mean, std, size=(reg_size, hidden_size)) .to(device)
reg_cos_sim = cls.sim(zl.unsqueeze (l), reg_random.unsqueeze (0))

cos_sim = torch.cat ((cos_sim, reg_cos_sim),1l).to(device)

labels = torch.arange (cos_sim.size (0)) .long () .to(cls.device)

loss_fct = nn.CrossEntropyLoss ()

# ... code from origianl unsup-SimCSE below. ..

Listing 1: Codes in red are regularization modifications to the original InfoNCE loss

Model STS12 STS13 STS14 SICK1S STS16 STS-B SICK-R  Avg.
SimCSE-BERT}, s 68.40 8241  74.38 80.91 78.56  76.85 7223 76.25
+ GS-InfoNCE 70.12 82,57 75.21 82.89 80.23 79.70 72.70  77.63
SimCSE-BERT ;4. 70.88  84.16  76.43 84.50 79.76  79.26 73.88  78.41
+ GS-InfoNCE 73775  85.09 77.35 84.44 79.88  79.94 7348  78.96
SimCSE-RoBERTay, ..  70.16  81.77  73.24 81.36 80.65  80.22 68.56  76.57
+ GS-InfoNCE 7112  83.24  75.00 82.61 81.36  81.26 69.62 77.74
SimCSE-RoBERTa4,g.d  72.86  83.99  75.62 84.77 81.80 81.98 7126  78.90
+ GS-InfoNCE 7176 8491  76.79 84.35 81.74  82.97 71.71  79.21

Table 2: Sentence embedding performance on semantic textual similarity (STS) test sets in terms of Spearman’s
correlation. & : results from the official published model by the unsup-SimCSE.

best-performing model and only vary the hyperpa-
rameter M. For each M, we train the model until
convergence and then select the checkpoint that
performs the best on the validation set to evaluate
on the test set. The performance statistics are listed
in Table 3. As M becomes larger, the performance
of GS-InfoNCE on the test set slowly improves.
When M = 3, the best performance is reached,
after which the model performance begins to de-
cline. In general, GS-InfoNCE is not sensitive to
M (recommend < 8), making it feasible to apply
easily in practical applications.

5 Related Work

Deep and wide models are prone to overfitting,
and thus regularization strategies are important
to improve their generalization ability. Among
them, smoothing is a very commonly used method.
(Szegedy et al., 2016; Miiller et al., 2019) propose

bs=64 0x 0.5x 1x 2%
BERTy,.. 76.25 7696 7690 77.11
bs=64 3x 4x 8x 16
BERTy,.. 77.63 76.81 7694 75.57

Table 3: Effect of the hyperprarameter M on BERT 5.
We set M as a multiple of batch size (bs=64). 0x means
the original SimCSE without using GS-InfoNCE.

to use label smoothing as a regularization method
that makes the clusters between categories more
compact and avoids adversarial examples with over
high confidence. Text smoothing(Wu et al., 2022;
Zhu et al., 2019) also seems to be able to bring
further improvements in tasks such as text classi-
fication and machine translation by smoothing the
one-hot representation of the input text into the
probability distribution representation of the dictio-
nary. Our GS-InfoNCE can also be regarded as a
smoothing strategy that makes the distribution of
negative samples smoother by introducing multi-
ple random Gaussian noise vectors as an extension
of the negative examples. Compared with label
smoothing and text smoothing, GS-InfoNCE di-
rectly uses the standard Gaussian distribution for
sampling, largely saving computational costs.

6 Conclusion and Future Work

This paper proposes GS-InfoNCE for unsupervised
SimCSE methods by introducing a simple smooth-
ing strategy upon the InfoNCE loss function to
bring sufficient comparison for samples without
increasing the batch size. In the future, we will
explore how to improve the generalization capabil-
ity of GS-InfoNCE and verify its effectiveness on
more contrastive learning methods.
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