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Abstract 

News recommender systems face certain 
challenges. These challenges arise due to 
evolving users’ preferences over 
dynamically created news articles.  
Diversity is necessary for a news 
recommender system to expose users to a 
variety of information. We propose a deep 
neural network based on a two-tower 
architecture that learns news representation 
through a news item tower and users’ 
representations through a query tower. We 
introduce diversity in the proposed 
architecture by considering a category loss 
function that aligns items’ representation of 
uneven news categories. Experimental 
results on two news datasets reveal that our 
proposed architecture is more effective 
compared to the state-of-the-art methods 
and achieves a balance between accuracy 
and diversity.  

1 Introduction 

Reading the news has never been more common in 
people’s daily lives than it is now. Big names like 
Yahoo!, Google, and CNN have launched online 
news portals that users can access from anywhere 
to browse various news categories and find up-to-
date information. However, finding the right 
content is a challenge. With so much information 
available online, selecting relevant news has 
become a time-consuming and challenging task. A 
news recommender system (NRS) offers solutions 
to the information overload problem and provides 
relevant and interesting news recommendations to 
users (Raza and Ding, 2021b). 

In the state-of-the-art of NRS, the news stories 
that users have read in the past are used to infer 
their interests and preferences. However, there is 
usually frequent content updating in a news 
domain. We show the news reading behaviour of a 
typical user in Figure 1 as an example. 

  
Figure 1: A user’s behaviour during news reading 

We see in Figure 1 that this user reads about the 
‘COVID-19 cases in Ontario’ during time t1, and 
then read about ‘Canadian children 5 to 11 could 
become eligible for COVID-19 vaccine…” during 
t2, and then his following action (read/click) is 
reading the news ‘COVID-19 travel ban on 
tourists’ during t3. We also observe that there is a 
transition in user preferences to other topics, for 
example, the elections, and politics in the later 
time. This shows that a user in an NRS generally 
changes his/her interests over time. Some of the 
user interests are long-term which shows a habit or 
personality, while some of the user interests are 
short-term, which may erupt due to some trending 
news, a sudden interest in an event and so. It is 
important to consider the accuracy as well as the 
diversity of news items while providing 
recommendations to users in an NRS (Raza and 
Ding, 2021a). This is a motivation for this research.   

A common practice in the recommender systems 
is to design a two-tower architecture (Wang et al., 
2019), where, first, a retrieval model retrieves a 
subset of related items from a large corpus in 
response to a user’s query, and, then a ranking 
model ranks the retrieved items based on users’ 
actions (clicks or ratings). The quality of retrieved 
items plays a critical role in the retrieval stage. The 
retrieval and ranking mechanism is also used in 
two-tower architectures (Yang et al., 2020).   

In a typical two-tower architecture (Yi et al., 
2019; Yang et al., 2020; Wang et al., 2019), there is 
usually no mechanism for the information 
interaction between the two towers. Usually, the 

Accuracy meets Diversity in a News Recommender System 
 

Shaina Raza1*, Syed Raza Bashir2, Usman Naseem3 
1 University of Toronto, Toronto, ON, Canada 

2 Toronto Metropolitan University, Toronto, ON, Canada 
3 The University of Sydney, Sydney, Australia 

shaina.raza@utoronto.ca,  razabashir55@hotmail.com,  usman.naseem@sydney.edu.au 
 
 
 



3779
 

 
 

items or users are represented by their IDs or titles 
(for example, movie ID, news ID, user ID) to 
represent each tower. By missing the chance to 
include rich information related to news items (e.g., 
news body, categories, etc.) or user contexts (e.g., 
a situation when the user interacts with the news, 
such as time, and place) in the two-tower 
architecture, we are providing recommendations 
that are not quite relevant to users’ preferences. 

An issue with a typical recommender system is 
that they only focus on the relevancy of users’ 
preferences and there is usually no consideration of 
diversity aspects while making recommendations 
(Raza and Ding, 2021a). For example, if we 
consider a real-time news recommendation 
scenario, we find that there are different categories 
of news (for example, sports, entertainment, 
politics, weather, and such), and the number of 
news items in each category varies (i.e., are 
imbalanced). As a result, the items in a single news 
category may account for most news 
recommendations. Consequently, the news 
recommendations that are produced may be too 
narrow and users’ diversified interests are not 
addressed. 

To address the above issues (incorporating rich 
user-item interactions and diversity of 
recommendations), we present a novel two-tower 
architecture for an NRS. We summarize our 
contributions as:  

 We present a two-tower architecture for NRS 
and supplement the item tower with rich side 
information (meta-data) related to news 
items. We also consider the user context(s) in 
the query tower.  We represent each user 
query by an augmented vector, which consists 
of the user’s query and the news item features. 
The augmented vector is then updated based 
on the output representation vector of the 
other tower for a positive sample. In this way, 
the augmented vector implicitly models the 
information interaction between the two 
towers. 

 To introduce diversity in the two-tower 
architecture, we include a category loss 
function during the training phase that aligns 
the representation of news items from a 
variety of news categories.  

Extensive experiments on two news datasets 
show that our proposed approach has two major 

advantages: (i) it provides deeper insights into the 
information interaction of two-tower models in an 
NRS, and (ii) it provides diversified news 
recommendations (along with relevant 
recommendations) from a variety of news 
categories. Our goal is to provide news 
recommendations that are relevant to users’ past 
preferences (interests) and are diversified at the 
same time 

2 Related Work 

Deep learning has demonstrated great success in 
recommender systems, such as in movie 
recommendations (WeAreNetflix, 2018), social 
networks (Ojagh et al., 2020) and many other 
application domains. Recommending news is 
particularly challenging (Raza and Ding, 2021b). 
This is because of the dynamic nature of the news 
domain and changing users’ preferences. The state-
of-the-art NRSs (Wang et al., 2018; An et al., 2019; 
Zhu et al., 2019) has shown tremendous 
performance in both academia and industry, 
however, a few challenges need to be addressed. 
First, these models do not extract enough news data 
from a reader’s history. There are many pieces of 
information, other than news ID or title, that may 
be more descriptive (e.g., the news story) or better 
reflect a reader’s interests (e.g., topics, categories) 
than titles or IDs. Second, the focus in these 
methods is usually on the relevancy and not on the 
diversity aspect. 

Some works consider the two-tower deep neural 
networks to learn representation from content 
features in language models (Chidambaram et al., 
2018; Logeswaran and Lee, 2018). These two-
tower models are also used in recommender 
systems to leverage content features on the item 
side (Yi et al., 2019). Nevertheless, these models 
are usually focused on the relevancy of retrieved 
items, which is appreciated, however, they are not 
used to address the diversity aspect. In this work, 
we use a two-tower architecture for an NRS and try 
to incorporate both accuracy (relevancy) and 
diversity of news items while making 
recommendations to the users.  

Maximal marginal relevance (MMR) is a 
classical technique to increase the diversity of 
documents retrieved against a query in an 
information retrieval system. MRR is also used in 
recommender systems to include diversity during 
the re-ranking phase of recommended items 
(Ziegler et al., 2005).  
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Figure 2:  Network architecture for our proposed two-tower NRS    

 
Some work (Raza and Ding, 2020; Qin and Zhu, 

2013) considers diversity in the recommendation 
process by using the regularization terms on items’ 
feature space. Dueling Bandit Gradient Descent 
(DBGD) (Afsar et al., 2021) is an online learning-
to-rank algorithm based on multi-arm bandit 
algorithms and is used to model the exploration-
versus-exploitation trade-off for relative feedback. 
DBGD is recently used in a state-of-the-art NRS 
(Zheng et al., 2018) to improve recommendation 
diversity. However, the learning efficiency of this 
model is limited in high-dimensional parameter 
space. Second, this method assumes only binary 
feedback because there is no way of directly 
observing the reward of users’ actions. In this work, 
we also consider diversity during the model 
training time, but we use a category loss function 
for this purpose. Our intuition is that news items 
under different news categories are highly 
imbalanced and the recommendations are usually 
produced considering one such major category. We 
try to provide recommendations by considering 
news items from a diverse set of news categories. 

3 Methodology  

3.1 Problem Formulation 

Considering the news item set {𝑣௜}௜ୀଵ
ே  and a query 

set as {𝑢௝}௝ୀଵ
ெ , where N represents the number of 

news items, and M is the number of users, we refer 
to the news recommendation problem R, as 
selecting the candidate news items from the entire 
news corpus given a certain query.  
        We refer to a query as the feedback given by 
the user. We present the query-item feedback as a 
matrix 𝑅 ∈  ℝே×ெ .  If the query j gives positive 
feedback on a news item i, then we consider it as 
𝑅௜௝ = 1  (positive feedback), otherwise 𝑅௜௝ = 0 . 
We represent each news item by the news content 
features, including news ID and side information, 
such as news title, body, and category. We also 
represent a user query with contextual factors, such 
as the time, and place when the user interacts with 
the item. By providing more information related to 
the query and the item, we can model rich 
interactions between two towers in a two-tower 
architecture.  
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3.2 Proposed two-tower architecture  

We show our proposed framework for the two-
tower architecture in Figure 2 and explain its work 
next: 

Embedding Layer: The first layer is the 
embedding layer in the two-tower architecture. We 
define an embedding matrix E ∈  ℝ௄×஽, where E 
is the embedding matrix, 𝐾 is the embedding 
dimension and D refers to the number of unique 
features. Each piece of information or feature in 𝑢௝ 
and 𝑣௜  goes through the embedding layer and is 
mapped to a low-dimensional dense vector, 𝑒௝ ∈

 ℝ௄, where 𝑒௝ is the 𝑗௧௛ column of E.  
Augmented Layer: First, we create two input 

feature vectors 𝕫௨  and 𝕫௩  that contains the 
information about the current query vector u and 
the news item vector v. Then, we create two 
augmented vectors 𝑎௨  and 𝑎௩  by the IDs, 
corresponding to 𝑢  and 𝑣 respectively. These 
vectors 𝑎௨  and 𝑎௩  are then concatenated with 𝕫௨ 
and 𝕫௩ vectors to obtain the information from the 
feature vectors. We show 𝕫௨  and 𝕫௩  as shown in 
Equations (1) and (2) respectively: 

𝕫௨ = [𝑒ଵଶଷ  ||𝑒்௢||𝑒௧௜௠௘|| … ||𝑎௨]   (1) 

𝕫௩ = [𝑒ଷସହ  ||𝑒௦௣௢௥௧||𝑒ே௒்௜௠௘௦|| … ||𝑎௩]   (2) 

Where 𝑒௙ , f is a feature that is related to u (e.g., 
place when the user interacts with the item) or v 
(e.g., news category sports or source NYTimes 
related to a news item), and the notation || refers to 
the vector concatenation operation. 

The concatenated vectors 𝕫௨ and 𝕫௩ are fed into 
two towers (query and news item), which consist 
of the fully connected layers with the ReLU 
activation function. These layers receive the 
information between two towers through the 
augmented vectors 𝑎௨ and 𝑎௩ (𝑎௨ and 𝑎௩ provides 
information about users’ positive interactions). The 
output from the fully connected layers goes 
through ℓଶ normalization layer that gives the 
augmented representations of query 𝑞௨  and news 
item 𝑝௩. We define these steps formally as shown 
in Equation (3): 

      𝑝 = ℓଶ𝑛𝑜𝑟𝑚(ℎ௅)           (3) 

ℎ௅ = RELU(𝑊௟ℎ௅ିଵ + 𝑏௟) 

                  ℎଵ = RELU(𝑊ଵ𝑧 + 𝑏ଵ) 

 where notation ℓ  refers to loss, ℓଶ𝑛𝑜𝑟𝑚  is 

ℓଶ −normalization, subscript L in h refers to layer, 
h is the intermediate representation, 𝑧 denotes 𝑧௨ 

and 𝑧௩  , 𝑝  refers to 𝑝௨  and 𝑝௩  ; 𝑊௟  denotes the 
weight matrix in lth layer, 𝑏  refers to the bias 
vector. The representation 𝑝, is the output vector 
of the ℓଶ normalization layer. 

Loss function: We define the loss function as the 
mean square error between the augmented vector 
and query/item embedding for each sample of 
which label equals 1. The goal of the loss function 
is to use the augmented vector to fit all positive 
interactions in the tower belonging to the 
corresponding query/ news item. Formally, the loss 
functions are defined in Equations (4) and (5). 

ℓ௨ =
ଵ

்
∑  [𝑦𝑎௨(௨,௩,௬)∈்௥ + (1 − 𝑦) 𝑝௨ − 𝑝௨]ଶ(4) 

ℓ௩ =
ଵ

்
∑  [𝑦𝑎௩(௨,௩,௬)∈்௥ + (1 − 𝑦)𝑝௩ − 𝑝௩]ଶ  (5) 

where ℓ௨  refers to the loss function with query 
vector and ℓ௩ is a loss function associated with a 
news item vector.  𝑇𝑟 is a training dataset, 𝑇 refers 
to query-item pairs 𝑇𝑟, 𝑦 ∈ {0,1} is the label. If the 
label 𝑦 = 1, it means the augmented vectors 𝑎௨ and 
𝑎௩ approach the query embedding 𝑝௨ and the news 
item embedding 𝑝௩, otherwise 𝑦 = 0. We apply the 
stop gradient strategy to stop the gradient of ℓ௨ and 
ℓ௩ from flowing back into 𝑝௨ and 𝑝௩ respectively.  

Once the augmented vectors 𝑎௨  and 𝑎௩  are 
obtained, they can model the information 
interaction between the two towers, and these 
vectors are considered as the input feature of the 
two towers. Finally, the output of the model is the 
inner product of the query embedding and news 
item embeddings, as shown in Equation (6): 

𝑠(𝑢, 𝑣) =< 𝑝௨, 𝑝௩>   (6) 

where 𝑠(𝑢, 𝑣)  refers to the score provided by the 
proposed model. 

News categories and diversity:  In real-time 
news recommendation scenarios, the categories of 
news items are usually diverse (e.g., sports, 
politics, entertainment and so) and the number of 
news items under each new category is usually 
uneven. To incorporate diversity, we need to 
consider the recommendations from diverse news 
categories. To accomplish this, we propose another 
loss function related to the news category during 
the training phase that transfers the knowledge 
learned in one news category to the other news 
categories.  

In particular, the news item representation 𝑝௩ of 
a major news category 𝐶𝑎𝑡𝑒௠௔௝௢௥ = {𝑝௩

௠௔௝௢௥} 
(having the largest amount of data) is taken and 
transferred to other category sets 
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𝐶𝑎𝑡𝑒ଶ, 𝐶𝑎𝑡𝑒ଷ, 𝐶𝑎𝑡𝑒ସ, ..  and so. We define a loss 
function as the distance between the second-order 
statistics (covariances) of the major category and 
other news categories' features (Bello et al., 2008), 
shown in Equation (7): 

ℓ௖௔௧௘ = ∑ ||ℂ (𝐶𝑎𝑡𝑒𝑚𝑎𝑗𝑜𝑟 − ℂ(𝐶𝑎𝑡𝑒𝑖)||
𝐹
2𝑛

𝑖=2 ) (7) 

where ℂ  (·) denotes the covariance matrix, ||. ||ி
ଶ  

refers to the square matrix Frobenius norm and 𝑛 is 
the number of news categories. 

3.3 Model Training  

We treat the news recommendation problem as a 
binary classification problem and use a random 
negative sampling technique, following the 
standard practice (Wu et al., 2020; Wu et al., 2021a; 
An et al., 2019) in most NRS. In particular, for each 
query in the positive query-item pair (the label = 1), 
we randomly sample N news items from the news 
corpus to create 𝕊 negative query-item pairs (label 
= 0) with this query and add these 𝕊 + 1 pairs to 
the training dataset. In the training process, we use 
binary cross-entropy to calculate the loss for the 
pairs, as shown in equation (8): 

ℓ௣ =
ଵ

்
∑  [𝑦𝑙𝑜𝑔𝜎(≺ 𝑝௨, 𝑝௩ ≻) +(௨,௩,௬)∈்௥

(1 − 𝑦) log(1 − 𝜎 (≺ 𝑝௨, 𝑝௩ ≻))]  (8) 

𝑇𝑟 = 𝐷 × (𝕊 + 1) 

where 𝜎 (·) refers to the sigmoid function, 𝐷 
denotes the number of positive feedback query-
item pairs and 𝑇𝑟  refers to the total number of 
training pairs.  
Final loss function: The final loss function is 
calculated as shown in Equation (9): 

ℓ௧௢௧௔௟ = ℓ௣ + 𝛾ଵℓ௨+𝛾ଶℓ௩ + 𝛾ଷℓ஼௔௧௘ (9) 

where 𝛾ଵ, 𝛾ଶ, 𝛾ଷ refers to the tunable parameters. 

4 Experiment 

4.1 Datasets 

MIcrosoft News Dataset (MIND): MIND (Wu et 
al., 2020) is a benchmark dataset consisting of 
anonymized behaviour logs from Microsoft News. 
New York Times (NYTimes): we collected the news 
articles and the anonymized readers’ interactions 
using NYTimes API. A sample of the dataset can 
be accessed here1. Both datasets consist of English 

 
1 https://github.com/deeplearningnrs/D2NN 

news articles. We generated the training samples 
from the click histories and impression logs 
according to the format given in the MIND paper 
(Wu et al., 2020). The basic details for both datasets 
are shown in Table 1.   

Dataset MIND -small NYTimes 

Duration 
6 weeks (12th 
Oct.  2019 - 22nd 
Nov. 2019) 

2 years (1st Jan. 
2017 - 31st Dec. 
2018) 

Readers 50,000 240,000 
News 161,013 15,000 
Clicks 156,925 2,000,000 

News 
information 

ID, headline, snippet (abstract), 
category, subcategory, publication 
timestamp 

Reader 
information 

ID, interaction timestamp, click 
history, impressions 

Table 1:  Dataset details 

4.2 Evaluation methodology and metrics 

Following the standard evaluation methodology 
and metrics in NRS (Wu et al., 2020; Wang et al., 
2018), we conduct a time-based splitting and use 
the following evaluation metrics. 

Accuracy metrics: Normalized Discounted 
Cumulative Gain (NDCG) and F1-score (harmonic 
mean of precision and recall). 

Diversity metric: we use GiniIndex (GINI) (Sun 
et al., 2019b) for diversity, as it is a commonly used 
diversity metric in this kind of problem like 
diversity and fairness (Wu et al., 2021b). 

tradeoff (Raza and Ding, 2020; Raza and Ding, 
2021a): We consider the trade-off between the 
mean F1-score (accuracy) and mean GINI index 
(diversity) scores. Our trade-off metric is defined 
in Equation 10: 

𝑡𝑟𝑎𝑑𝑒𝑜𝑓𝑓 = 2 ∗
(𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ∗ 𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦)

(𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 + 𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦)
(10) 

Both the F1 and GINI scores are in the range [0,1]. 
We take the mean of top @ 10, 20 and 50 for 
calculating means of accuracy and diversity. We 
show the results in percentages.  

4.3    Baselines Methods 

We use the following baseline methods: 
BERT4Rec (Sun et al., 2019a) with bidirectional 

self-attention to model user behaviour sequences. 
We use Bayesian Personalized Ranking (BPR) 
(Rendle et al., 2012) as the loss function.  
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  MIND NYTimes 
Model k NDCG F1 Gini NDCG F1 Gini 

Our approach  10 43.80% 36.90% 87.40% 51.00% 38.00% 78.30% 
 20 50.10% 44.60% 82.70% 53.50% 45.00% 73.90% 
 50 63.50% 62.10% 77.40% 66.70% 65.50% 73.30% 
 trade-off 68.91% 69.18% 

BERT4Rec 10 41.80% 24.50% 74.30% 43.00% 25.00% 74.00% 
 20 56.60% 42.20% 72.40% 58.00% 42.50% 71.80% 
 50 60.10% 57.90% 70.60% 62.00% 60.10% 69.00% 
 trade-off 63.62% 64.24% 

Two-tower 10 37.20% 44.50% 60.00% 37.80% 45.20% 56.00% 
 20 38.10% 48.50% 57.90% 39.60% 49.50% 52.50% 
 50 39.10% 49.70% 54.50% 42.00% 51.20% 51.30% 
 trade-off 51.99% 51.25% 

Youtube-DNN 10 31.40% 35.30% 69.40% 33.00% 36.10% 65.00% 
 20 34.50% 39.40% 58.90% 35.20% 40.40% 55.70% 
 50 41.40% 46.40% 57.90% 42.00% 47.00% 54.20% 
 trade-off 51.52% 50.34% 

LSTUR 10 39.70% 30.70% 81.20% 35.80% 22.10% 76.40% 
 20 44.90% 32.60% 79.70% 42.00% 28.90% 75.90% 
 50 55.10% 49.30% 72.50% 52.40% 34.20% 69.90% 
 trade-off 58.69% 45.93% 

MultiVAE 10 32.90% 32.00% 58.90% 38.90% 34.20% 53.40% 
 20 42.30% 39.00% 58.50% 44.00% 40.20% 51.10% 
 50 43.40% 42.60% 57.60% 45.70% 44.50% 50.00% 
 trade-off 48.98% 47.09% 

RepeatNet 10 37.80% 22.00% 74.70% 38.00% 25.00% 74.30% 
 20 39.90% 24.10% 69.20% 41.00% 24.50% 65.80% 
 50 43.20% 40.80% 65.30% 44.50% 41.00% 62.50% 
 trade-off 50.22% 49.52% 

SASRecF 10 31.70% 24.00% 77.50% 32.00% 24.40% 74.00% 
 20 32.70% 31.80% 75.80% 33.50% 32.00% 70.00% 
 50 35.40% 32.10% 72.20% 36.80% 33.40% 68.80% 
 trade-off 44.44% 44.97% 

ENMF 10 27.20% 14.50% 64.60% 28.90% 18.30% 63.70% 
 20 28.10% 23.50% 57.90% 31.20% 25.00% 55.00% 
 50 31.40% 29.70% 54.50% 33.40% 32.40% 52.40% 

 trade-off 38.45% 40.04% 

Table 2:  Performance of all models (Bold means best result, italic is second best, and underline is third-best)

MultiVAE (Liang et al., 2018), a collaborative 
filtering method with variational autoencoders. We 
use the cross-entropy as the loss function type. 

ENMF (Chen et al., 2020) is an efficient matrix 
factorization method without sampling. We use the 
cross-entropy as the loss function for this model. 

SASRecF (Zhang et al., 2019) is a feature-level 
self-attention model. We choose the BPR as the 
loss function. 

RepeatNet (Ren et al., 2019) is a session-based 
recommender. We choose the BPR as loss function. 

LSTUR (An et al., 2019) is an NRS that 
addresses long-short term users’ preferences. We 
minimize the summation of negative log-
likelihood of all positive samples during training,  

Two-tower Model (Huang et al., 2013), is a 
standard two-tower model in retrieval tasks to 
leverage rich content features. 

YouTubeDNN (Covington et al., 2016)  is also a 
two-tower approach that feeds vectors into a multi-
layer feed-forward neural network. 

4.4 Hyperparameters 

We implemented these models in TensorFlow. The 
embedding dimension and batch size were fixed to 
32 and 256. We use the Adam optimizer. Other 
hyperparameters of all models were individually 
tuned to achieve optimal results to ensure a fair 
comparison. The dimensions of augmented vectors 
𝑎௨  and 𝑎௩ were both set to 𝑑 = 32, the tuning 
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parameter 𝛾ଵ, 𝛾ଶ were set to 0.5 and 𝛾ଷ to 1. We set 
top@ k to 10, 20 and 50, as it is normally good 
practice to retrieve a relatively large number of 
candidate news items to rank. 

5 Results and Analysis 

5.1 Overall results 

The comparison between our model and baselines 
is shown in Table 2. These scores are calculated 
using top@ 10, 20 and 50. We expect a good 
tradeoff score to be above 50% as it is a harmonic 
mean score. 
     Overall, we see in Table 2 that our proposed 
model has the highest accuracy, diversity and trade-
off values on both datasets (MIND and NYTimes). 
This is shown by the highest F1-score, NDCG, 
Gini index and trade-off values of our approach 
among all the baseline methods. The superiority of 
our model is attributed to its design which has the 
following properties: 1) it considers the rich side 
information from the news content, 2) it considers 
the contexts in users’ queries to better capture the 
sequential patterns of users’ clicks, and 3) it 
considers news item representation of uneven 
categories and provide diversified 
recommendations. 
     Among baselines, the general performance of 
BERT4Rec is better than other baselines. 
BERT4Rec has also shown good performance in 
the general recommendation tasks through bi-
directional contexts. The accuracy and tradeoff 
scores of BERT4Rec are also quite high. 

Next, comes the performance of two-tower and 
Youtube-DNN methods in terms of tradeoff scores, 
both of which are based on two-tower architecture. 
The two-tower model performs better than 
Youtube-DNN in most scores. These methods 
provide the advantage of feature interactions, so a 
higher accuracy from these models was also 
expected. However, the diversity scores of these 
models are around 50-60%, which is not too high, 
probably because, they do not consider the 
diversity from uneven categories as we are 
incorporating into our approach.  

The performance of LSTUR, in terms of tradeoff 
score, comes next. This model is constructed from 
the start to model news and user-specific 
information in their default configuration. In other 
models, incorporating news and user-modelling 
information may be mandated. LSTUR performs 
better in the MIND dataset, which is the default 

dataset (An et al., 2019) in the original paper. 
Compared to the accuracy scores of LSTUR, we 
see good diversity scores from this model (after our 
proposed model). The MIND dataset considers 
session-based information, so some diversity 
scores from LSTUR is expected on this dataset. 
LSTUR also shows good diversity in NYTimes. 
LSTUR also performs better than Youtube-DNN 
on MIND dataset. 

MultiVAE is a collaborative filtering system and 
a non-linear probabilistic model. In terms of 
accuracy, the MultiVAE performs average in our 
experiments, and the model’s diversity scores are 
not quite high. This is most likely because CF 
models (such as MultiVAE) mainly focus on the 
personalized recommendation strategy (Su and 
Khoshgoftaar, 2009), which identifies similarities 
between users/items to serve relevant product 
recommendations. As a result, we can expect the 
model to provide some accurate recommendations, 
but not too high diversity.  

According to our results, the session-based 
recommenders i.e., SASRecF, and RepeatNet all 
have low-to-moderate accuracy. however, we see 
that these models show some higher diversity 
(above 50%). When it comes to providing diverse 
recommendations, usually the session-based 
recommender systems perform well (Karatzoglou 
and Hidasi, 2017). This is probably because of the 
ability of these models to recommend new and less 
similar items that users interacted within a session.  

ENMF, a collaborative filtering method, has 
low-to-average accuracy and diversity scores 
resulting in average trade-off scores in our 
experiments. This suggests that we should 
probably extend a typical model to include more 
contexts, sequential information, or other 
recommendation models in order to provide better 
recommendations to users.  

Overall, we see better results with the MIND 
dataset compared to NYTimes dataset. Due to 
brevity concerns and better overall results with the 
MIND dataset, we present the results of the 
subsequent experiments using the MIND dataset.  

In the later experiments, we are only reporting 
the results on MIND dataset based on better results 
of all models on this dataset. 

5.2 Accuracy-diversity trade-off 

In this section, we showcase the accuracy-diversity 
trade-off achieved by our model. Figure 3 shows 
that as accuracy (mean F1-score) increases, 
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diversity (GINI) decreases, indicating an inherent 
relationship between these two evaluation aspects, 
which has also been validated in previous research 
(Adomavicius and Kwon, 2008; Raza and Ding, 
2020; Raza and Ding, 2021a; Isufi et al., 2021). 

 
Figure 3: Accuracy and diversity trade-off of our model 

As shown in Table 2, our model has the highest 
overall accuracy and diversity among all baselines, 
which is supported by a balanced trade-off score. 
Figure 3 also shows that as we increase the length 
of the recommendation list (top@ k), the accuracy 
of our model increases, whereas the diversity 
decreases. This increase in accuracy is due to the 
recall, which increases as the recommended items 
increase.  

We also test the effectiveness of using different 
evaluation modes, which are discussed next:  

 

Figure 4:  Model performance using different modes 

random X (rand-X): randomly sample X negative 
items for each positive item in the testing set. 
popularity X (pop-X): sample X negative items for 
each positive item in the testing set based on item 
popularity. full ranking: evaluating the model on 
item sets.  Rand-100 and pop-100 are negative 
sampling techniques. We report the results with 
X=100 based on best results, on the average of top 
@k (10, 20 and 50) and show scores in Figure 4. 

Figure 4 shows that the rand-100 has the highest 
accuracy (F1, NDCG) score. We also see that the 

rand-100 mode gives us the highest diversity score 
(GINI-index). The pop-100 evaluation mode 
considers the 100 negative items for each positive 
item in the testing set based on item popularity and 
shows good results too, this is much like a 
collaborative filtering scenario, where some 
diversity is often compromised (Boim et al., 2011). 
The model variant with full evaluation mode shows 
good accuracy after the rand-100 variant. Overall, 
we find that the random negative sampling 
technique is a useful evaluation technique to 
achieve a balance between accuracy and diversity. 

5.3 Effectiveness of side information 

We also test the effectiveness of our model with 
and without the news side information (news body, 
news category, title). we consider the news body as 
a piece of side information in this experiment. The 
results are shown below in Table 3: 

Metric All features Without news body 
F1@10  36.90% 25.90% 
F1@20  44.60% 21.40% 
F1@50  62.10% 15.20% 

Gini@10 87.40% 77.40% 
Gini@20 82.70% 72.70% 
Gini@50 77.40% 69.20% 
tradeoff 60.50% 32.40% 

Table 3. Model performance for side information. 

As can be seen in Table 3, more content features 
improve the model performance compared to when 
we do not consider the news body. This signifies 
the importance of including more content-based 
features in the item tower that will interact with the 
query tower. Similarly, including more contextual 
features also improves model performance, we 
could not show this result due to limited space. 

6 Conclusion  

This paper proposes a two-tower architecture to 
model the information interaction between the two 
towers (query and news items). Extensive 
experiments on two datasets show the better 
performance of the proposed approach in achieving 
a balance between accuracy and diversity. In 
future, we like to conduct experiments on more 
real-world news data and make a deeper neural 
network.  We like to evaluate our approach using 
more diversity metrics, such as normalized topic 
coverage and novelty. We also like to include more 
users’ feedback like click-through rate. 
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