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Abstract

Recently, Mixture-of-Experts (short as MoE)
architecture has achieved remarkable success
in increasing the model capacity of large-scale
language models. However, MoE requires in-
corporating significantly more parameters than
the base model being extended. In this paper,
we propose building a parameter-efficient MoE
architecture by sharing information among ex-
perts. We adopt matrix product operator (MPO,
a tensor decomposition from quantum many-
body physics) to reconstruct the parameter ma-
trix in the expert layer and increase model
capacity for pre-trained language models by
sharing parameters of the central tensor (con-
taining the core information) among different
experts while enabling the specificity through
the auxiliary tensors (complementing the cen-
tral tensor) of different experts. To address
the unbalanced optimization issue, we fur-
ther design the gradient mask strategy for the
MPO-based MoE architecture. Extensive ex-
periments based on TS5 and GPT-2 show im-
proved performance and efficiency of the pre-
trained language model (27.2x reduction in
total parameters for the superior model per-
formance, compared with the Switch Trans-
formers). Our code is publicly available at
https://github.com/RUCAIBox/MPOE.

1 Introduction

Large-scale pre-trained language models (PLMs),
such as BERT (Devlin et al., 2018) and TS (Raffel
et al., 2020), have become the de facto standard
in natural language processing (NLP). By involv-
ing a huge number of parameters pre-trained on
the general-purpose corpus, PLMs can achieve ex-
cellent performance in many NLP tasks. In order
to increase the model capacity, a promising direc-
tion is to explore the scaling properties with the
mixture-of-experts (MoE) paradigm (Jacobs et al.,
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f Corresponding author.

1991; Shazeer et al., 2017) for developing more
powerful PLMs. By incorporating multiple expert
networks, MoE schedules the learning of data sam-
ples through a routing component that is usually
implemented by some gating function, which in-
creases model capacity without a proportional in-
crease in computation costs. Despite the effective-
ness, it has been shown that the MoE architecture
is parameter inefficient (Zuo et al., 2021), consid-
ering the yielded improvement w.r.t. the involved
costs. Most of the existing studies (Yang et al.,
2021; Roller et al., 2021; Lewis et al., 2021) at-
tribute this issue to the unbalanced load of experts,
focusing on improving the routing strategies.

However, an important question about the MoE
architecture has been neglected in previous studies:
whether the increased parameters from the experts
are all necessary to increase the model capacity. As
different experts from an MoE network are often
trained with correlated data samples (e.g., sample
correlation from training data), it is likely to lead to
parameter redundancy across experts. Indeed, ex-
pert redundancy has been identified in existing stud-
ies, where Fedus et al. (2021) distills sparse MoE
models into dense models and Kim et al. (2021)
prunes experts to compress MoE models. This find-
ing motivates us to develop a parameter-efficient
MoE architecture by reducing its parameter redun-
dancy. Intuitively, a straightforward approach is
to share a certain proportion of parameters among
experts. However, it is difficult to identify and op-
timize the key parameters that encode the shared
information across experts, since expert networks
typically consist of dense matrices.

To address this issue, we propose a novel param-
eter sharing approach inspired by the matrix prod-
uct operators (MPO) decomposition from quantum
many-body physics (Gao et al., 2020), which de-
composes a matrix into a sequential product of
local tensors (either central or auxiliary tensors).
Unlike other matrix decomposition methods, MPO
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can effectively reorganize and aggregate important
information of the original matrix into the central
tensor. The auxiliary tensors, on the other hand,
serve to complement the central tensor for recov-
ering the original matrix (Liu et al., 2021). In the
setting of MoE, considering the small parameter
variations among experts, we speculate that the
central tensors of different experts (with MPO de-
composition for each expert) are likely to be very
similar. If the central tensors could be shared for
all expert networks, we would significantly reduce
the parameters of the MoE architecture.

To this end, we propose a novel MPO-
based parameter-efficient MoE architecture,
called MPOE. Based on classic MoE architec-
ture (Shazeer et al., 2017), our approach introduces
a major extension allowing experts to share a
global central tensor while keeping expert-specific
auxiliary tensors. In our setting, the parameter
matrix of in a single expert is formed by the
product of the globally shared central tensor and
the corresponding auxiliary tensors. Since the
central tensor contains most of the parameters
from an MPO decomposition, our MPOE approach
can significantly reduce the parameters of the
original MoE architecture. Another major merit of
MPO is that auxiliary tensors are closely entangled
with the central tensor (Pirvu et al., 2010), and
it is theoretically guaranteed that any change
from auxiliary tensors can be propagated to the
central tensor. That is to say, though a large
proportion of parameters are shared, local auxiliary
tensors still enable the experts to capture specific
variations or differences according to routing
data samples. However, directly optimizing
the MPOE architecture is likely to lead to an
unbalanced optimization issue, where the central
tensors are updated more frequently than auxiliary
tensors during fine-tuning. Therefore, we further
propose a gradient mask strategy that masks the
central tensor gradient to effectively alleviate the
unbalanced optimization issue.

To the best of our knowledge, this is the first
attempt to reduce the parameter redundancy of the
MOoE architecture with structural matrix decompo-
sition. We conduct extensive experiments to evalu-
ate the effectiveness of the MPOE architecture on
two representatives PLMs, TS5 and GPT. Experi-
ments have demonstrated the effectiveness of our
approach in increasing model capacity (27.2x fewer
parameters for the superior model performance,

compared with several competitive MoE-enhanced
PLMs.

2 Preliminary

2.1 Mixture-of-Experts (MoE)

We first describe the mixture-of-experts architec-
ture (MoE) (Shazeer et al., 2017), which has been
used to enhance the model capacity of Transformer
based models. Let G(x) and E;(z) denote the out-
put vectors of the gating network and the output
of the i-th expert network for a given input z, re-
spectively. The output of MoE architecture y can
be formally computed as:

y = Z G(z) - Ei(x). (1)

The softmax function is widely adopted as the
gating function G(x). The sparsely-gated MoE
architecture, which uses a noisy top-k gating mech-
anism to reduce the computational cost, has been
proposed in Shazeer et al. (2017). It adds tunable
Gaussian noise with H(-), and then keeps only the
top-k values with KeepTopK(+) and sets the rest
—oo. This keeps only the top k experts to be evalu-
ated with:

G(z) = softmax(KeepTopK(H (z),k)). (2)

Furthermore, Switch Transformer designs a
switch routing strategy to simplify this gating func-
tion by routing to a single expert (Fedus et al.,
2021).

2.2 Tensor and Matrix Product Operators

We refer to one-dimensional arrays as vectors (de-
noted by bold lowercase letters, e.g., v), two-
dimensional arrays as matrices (denoted by bold
uppercase letters, e.g., W), and arrays of higher di-
mensions as tensors (denoted by calligraphic bold
uppercase letters, e.g., T).

MPO decomposition (Oseledets, 2011) (a.k.a.
tensor-train decomposition) has been a widely used
matrix decomposition technique from quantum
many-body physics, which decomposes a matrix (2-
order tensor) into m local tensors (Pirvu et al.,
2010). Given a matrix Wy, ; € RI*/ the MPO
decomposition is given in the following format:

MPO (W) = H Ty ldr—1, 1k, i, di), — (3)
k=1
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Figure 1: MPO decomposition for matrix Wy ; with
five local tensors. Auxiliary tensors ({.A; }?_,) and cen-
tral tensor (C) are marked in orange and blue, respec-
tively.

where I = [];_; 4 and J = []}_; jk. Ty is @
4-order tensor with size dy_1 X i3 X ji X di. The
dy, is dimension of bond linking 7 and 7(;41).

According to Gao et al. (2020), the original ma-
trix W can be exactly reconstructed by tensor con-
traction of MPO(W) without truncation of the con-
nection bond {dj }};" ;. Figure 1 presents the illus-
tration of the MPO decomposition procedure for a
matrix (m = 5). More detailed analysis on differ-
ent factorization ways (i.e., m = 3,5,7,9) will be
given in Section 4.5. After MPO decomposition,
the central tensor (the tensor right in the middle)
with most of the parameters can encode the core
information of the original matrix, while the aux-
iliary tensors (the rest of these tensors) with only
a small proportion of parameters play the role of
complementing the central tensor.

3 Approach

To reduce the information redundancy across dif-
ferent experts, we design an MPO-based MoE ar-
chitecture for increasing the model capacity in a
parameter-efficient way. We firstly describe the
MPO-based MoE architecture and then introduce
an improved optimization algorithm for learning
the parameters in this architecture.

3.1 MPO-based Mixture-of-Experts

Previous MoE architecture (Jacobs et al., 1991;
Shazeer et al., 2017) usually treats different ex-
perts as individual components, requiring a com-
pete copy of network parameters for each expert.
Although it has been found (Fedus et al., 2021; Kim
et al., 2021) that there exists redundant information
among different experts in the MoE architecture,
it is not easy to identify the shareable parameters
from the highly coupling network.

Considering this issue, our solution is inspired
by an important merit of MPO decomposition: it
can reorganize and aggregate the core information
in central tensors (Gao et al., 2020) as aforemen-
tioned. Based on this property, the core idea of
our approach is to share the central tensors for all

the expert layers and enable specificity via expert-
specific auxiliary tensors.

Parameter-Efficient MoE Architecture. The
Transformer network consists of two major neu-
ral components, namely FFN and multi-head at-
tention. Following previous work on MoE-based
PLMs (Shazeer et al., 2017; Fedus et al., 2021),
we consider FFN layers as experts to be extended,
while our approach is generally applicable to vari-
ous matrix-based model components. A straightfor-
ward method to reducing information redundancy
is to share a proportion of parameters across ex-
perts. However, in Transformer-based networks,
the experts (i.e., FEN here) are mainly composed
of large dense matrices, which are difficult for shar-
ing partial parameters from these matrices. As our
solution, we consider parameter sharing through
the MPO decomposition, so that the derived central
tensors can be flexibly shared across matrices.

Lightweight MoE Design. Specifically, we sim-
plify the discussion by assuming that an expert
corresponds to one parameter matrix at each layer,
and it is similar for the multi-matrix cases. We
consider a MoE architecture of n experts each
with L layers, so that there are L X m matrices
in total, denoted by {W(l’i)}fz’? ;—1- As discussed
in Section 2.2, a matrix can be7decomposed into
m tensors, consisting of one central tensor and
m — 1 auxiliary tensors. In this work, we con-
sider five decomposed tensors, i.e., m = 5. At
the [-th layer, the decomposition results can be

denoted by {C(), Agl’i) , .A;l’i) , Ag’i), Afll’i) L
where C(%%) and .A.(l’i) are the central and auxil-
iary tensors of the ¢-th parameter matrix, respec-
tively, at the [-th layer. To develop the MPO-based
MoE architecture, the core idea is to share the cen-
tral tensors as global parameters and keep expert-
specific auxiliary tensors as local parameters, i.e.,
cth =c2) ... =¢cln) (v =1---L), and we
denote the global central tensor at the [-th layer by
€. In this way, we can only keep L central cen-
sors for a L-layer MoE architecture. For MPO, the
decomposition process is transparent to external
modules, so that we can reuse the previous rout-
ing mechanism (Section 2.1) by distributing data
samples to different experts. A slight difference is
that we only need to consider the routing to local
tensors for each matrix since the global tensor is
shared across experts. We call such an MPO-based
MoE architecture as MPOE.
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(b) Gradient mask strategy.

Figure 2: Illustration the proposed MPOE architecture and gradient mask strategy. We decompose the weight matrix
of each expert in the MoE architecture into five local tensors using MPO, containing four auxiliary tensors and
one central tensor, which are marked in orange and blue, respectively. In our approach, the central tensor of the n
experts is shared in the MPOE architecture. During optimization, each backward propagation process updates a set
of auxiliary tensors while updating the central tensor with a probability of p; (the mask probability of the central
tensor), which can effectively avoid the unbalanced optimization of the central tensor.

Discussion. Since the central tensor contains most
of the information from original parameter matri-
ces (Gao et al., 2020), a key question is whether
the current architecture enables sufficient flexibil-
ity and specificity for each expert. To answer
this question, we refer to an important property
of MPO decomposition from quantum many-body
physics (Pirvu et al., 2010): it is guaranteed in
principle, that any change on one tensor will be
propagated to the entire local tensor set. In other
words, only tuning the auxiliary tensors (keeping
the central tensor fixed) can lead to the same effect
as tuning the whole matrix. Since the parameters of
the central tensor are shared, our approach can sig-
nificantly reduce the number of actual parameters
given the MoE architecture with the same number
of experts. Assuming the original model consisting
of n experts with 1" parameters each, we have a
total number of n - T' parameters. Specifically, let
~ denote the parameter ratio of the auxiliary tensor
to the central tensor for expert networks. Given the
total number 7" for an expert network, the central
and auxiliary tensors correspond to the parameters
numbers of ﬁT and ﬁT, respectively. Since
our MPOE approach shares the central tensor, the
final number of parameters will be ﬁT + 5T
Thus, our MPOE approaches corresponds to a ratio

n+y ..
of 2 11) of the original parameter scale. In our
n+-vy

experiments, the ratio vy is about 12, and D
approximately equals to 0.19 when n = 8. Such a
ratio will be further decreased when we have more
experts. It can be seen that our MPOE approach is

able to effectively reduce the parameter scale.

3.2 Alleviate Unbalanced Optimization

As the experts share the central tensor in the MPOE
approach, the corresponding parameters of the cen-
tral tensor will be updated more frequently than
those in the auxiliary tensors during fine-tuning. It
tends to lead to the unbalanced optimization issue
as reported by Xu et al. (2021), due to deviation
from the pre-trained weights. As a result, it is
crucial to develop a more stable optimization tech-
nique that is suited to the MPOE architecture.

Inspired by the solution of gradient dropout strat-
egy (Tseng et al., 2020; Xu et al., 2021), we pro-
pose to mask the gradients for the central tensor
to improve model optimization for the MPO-based
MoE architecture. At each iteration, we take a
certain probability p;, to discard the update in the
central tensor. This can effectively alleviate the
unbalanced optimization which is caused by the
frequent updates of the central tensor. Specifically,
we generate a binary mask b drawn from Bernoulli
distribution with a mask probability p;, which can
be calculated by b ~ Bernoulli(py). We denote
the AC as the update of the central tensor at each
iteration:

aL(C)

AC=1"5¢

© (1 -10). “4)
The larger pj is, the less frequently the central ten-
sor is updated. In particular, when py is equal to 1,
it means that the parameters of the central tensor
are frozen for each input of the data. The compu-
tational cost of central tensor update can be also

reduced with this trick.
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Note that the gradient mask trick is only applied
to central tensors. For auxiliary tensors, we per-
form the standard gradient update for learning the
parameters. Compared with two alternative ways to
implement the gradient mask technique, i.e., mask
pre-activation or post-activation in FFN layers, we
find that such a sampling-based masking strategy
can effectively improve the model performance in
our experiments.

3.3 The Overall Algorithm Procedure

Our approach can be generally applied to various
MoE-based models for increasing the model ca-
pacity. In this work, we adopt the MoE-extended
PLMs (Radford et al., 2019) for study.

Algorithm 1 presents a complete procedure for
the proposed update procedure, which can be
briefly summarized as follows. First, we obtain the
PLM and perform MPO decomposition for each
weight matrix of the FEN layers in the Transformer.
For each weight matrix, we decompose it into one
central tensor C and a list of auxiliary tensors .A.
In the original MoE architecture, we will have n
sets of such decomposed parameters. Next, the key
point lies in that we share the central tensor C in
the decomposition process but keep expert-specific
auxiliary tensors. In this way, each expert is com-
posed of a set of auxiliary tensors and a shared
central tensor. To recover the original FFN matrix
in some specific expert, we can simply multiply the
shared central tensor by expert-specific auxiliary
tensors. Then, we apply the gradient mask strat-
egy to update the parameters in these experts, i.e.,
masking the gradient of the central tensor.

Since the parameters of the central tensor are
two orders of magnitude larger than the parameters
of the auxiliary tensors (Liu et al., 2021), the cost
of MoE-based networks will be largely reduced by
sharing the central tensor.

3.4 Discussion

For the parameter inefficiency issue of MoE-based
networks, existing studies mainly focus on alleviat-
ing the unbalanced load of experts, which have pro-
posed different routing methods to balance the rout-
ing probabilities of different experts, such as BASE-
Layer (Lewis et al., 2021), HASHLayer (Roller
et al., 2021), GShard (Lepikhin et al., 2021) and
Switch Transformers (Fedus et al., 2021). As a
comparison, we aim to reduce information redun-
dancy by sharing common parameters among ex-
perts. Actually, the MPOE approach can be further

Algorithm 1 The proposed updating procedure.

Require: {{A; };1»:1, C}: Initialize experts

Require: «: learning rate

Require: p;: mask probability

Require: time step ¢ <— O (Initialize timestep)
1: while not converged do

2: t<—1t+ % Y

. t 9L(C t
3 9c ey 94T aan
(Get gradients at timestep t)

4: b < GenerateMask(pp)
(Compute gradient mask)

5: CteCl—a-gho(1-b)
(Update central tensors)

6: At<—At_1—a'gf4
(Update the routed auxiliary tensors)

7: end while

8: return {{A'}]_),

HL(AY)

C'} (Resulting parameters)

enhanced with existing improved routing methods.

Specifically, Deepspeed-MoE proposed to use
pyramid residual MoE architecture to reduce the
parameters of the MoE architecture (Rajbhandari
et al., 2022), while our work takes a different per-
spective to improve the original MoE architecture
by sharing parameters among different experts.

4 Experiments

In this section, we first set up the experiments and
then report the results and analysis. Then, we con-
duct a detailed analysis under different experimen-
tal settings. Here, we use T5 (Raffel et al., 2020)
and GPT-2 (Radford et al., 2019) models as the
base model in our experiments.

4.1 Experimental Setup

Datasets. To evaluate the effectiveness of the pro-
posed MPOE as an efficient strategy to improve
the model capacity of PLMs, we follow the set-
ting of T5 and GPT-2 to perform experiments on
Natural Language Understanding (NLU) and Nat-
ural Language Generation (NLG) tasks. Specifi-
cally, we evaluate the NLG tasks in GLUE bench-
mark (Wang et al., 2018), the language modeling
task with WikiText-2 (Merity et al., 2017), the text
generation task with IMDB (Maas et al., 2011) and
EMNLP2017 WMT News (Guo et al., 2018). Fur-
thermore, we follow the setup of Raffel et al. (2020)
on the GLUE benchmark for a direct comparison
with the TS5 model.

GLUE benchmark covers multiple datasets
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NLU with TS

Experiments MNLI QNLI SST-2 RTE QQP CoLA MRPC STS-B | Avg. #To (M)
T5-Large 89.23 94.03 9620 8394 91.54 55.10 90.15 91.90 | 86.51 737
+MokEfication4 8750 9320 9540 86.40 9020 55.50 87.50 90.60 | 85.79 737
+MokEfication. 4  88.70 93.60 96.20 87.50 9130 59.40 89.30 91.00 | 87.13 737
+Switchde / / / / / / / /| 88.50 26000
+MPOE 87.16 9412 96.80 88.60 90.63 67.63 93.65 91.97 | 88.82 956
T5-Base 87.78 9382 9472 7174 91.11 5349 89.16 91.16 | 84.12 223
+Switchde / / / / / / / /| 86.70 3800
+Switchéy 87.73 9385 9487 7753 9159 59.90 91.64 91.16 | 86.03 1015
+MoE% 86.98 9282 94.60 69.56 90.02 64.56 87.68 90.89 | 84.64 1015
+MPOE 87.60 9330 9481 77.13 90.81 6553 93.14 91.17 | 86.69 294
+MPOE, 87.78 9393 9483 7742 91.61 6590 91.14 91.65 | 86.78 365
NLG with GPT-2

Experiments WikiText-2 EMNLP News IMDB #To (M)

p PPL (]) BLEU-2 BLEU-4 BLEU-2 Self-BLEU-2 BLEU-2 Self-BLEU-2 |

GPT-2 21.27 28.69 9.46 62.61 74.67 73.12 83.85 124
+MoE % 21.86 28.27 9.14 65.27 79.79 74.46 90.01 578
+Switch 21.25 28.71 9.44 64.62 81.11 75.35 91.82 578
+MPOE 20.72 28.78 9.51 66.99 83.10 76.30 92.72 157
+MPOE, 20.73 28.82 9.57 68.49 83.11 76.82 93.08 171

Table 1: Performance comparison of different models on NLU and NLG tasks (in percent). “#To (M)” denote the
number (in millions) of total parameters. We set the number of experts n = 8 in these models, MPOE. Furthermore,
we use n = 16 for a more powerful version of our approach, denoted by MPOE_ | . We report the average test
performance of three runs, and the best results are highlighted in bold. ¢: Experimental results by Zhang et al.
(2021b) &: Experimental results by Fedus et al. (2021) #: Our re-implementation by Fedus et al. (2021). %:Apply

method by Shazeer et al. (2017).

(MRPC, QQP, SST-2, MNLI, RTE, QNLI, CoLA)'.
The original test sets are not publicly available, and
following Zhang et al. (2021a), for datasets fewer
than 10K samples (RTE, MRPC, STS-B, CoLA),
we divide the original validation set in half, using
one half for validation and the others for the test.

Evaluation  Metrics. We use  perplex-
ity (PPL) (Brown et al.,, 1992) to measure
how well the probability model predicts a sample
compared with the ground-truth. To evaluate
the ratios of the overlapping n-grams between
generated and real samples, we use BLEU-n
score (Papineni et al., 2002). We also take into
account the Self-BLEU-n score (Zhu et al.,
2018) to evaluate the diversity of generated
samples especially. For metrics used in the GLUE
benchmark, we follow Mahabadi et al. (2021) and
use Matthew’s correlation for CoLLA, Pearson for
STS-B, and accuracy for the other tasks.

Comparison methods. We adopt the T5 and
GPT-2 as the base architectures for both MoE and
MPOE. Following Shazeer et al. (2017), we ex-

"Following Raffel et al. (2020), as a common practice, due
to the adversarial nature of WNLI with respect to the training
set, we do not experiment with WNLI

tend the FFN components with the MoE archi-
tecture containing n experts in each Transformer
block of the T5 and GPT-2 model. We refer to this
method as “+MoE”. The Switch Transformers (Fe-
dus et al., 2021) use a simplified strategy that routes
to only a single expert instead of top-2 routing in
MoE. We refer to this method as “+Switch”. To
ensure a fair comparison, we maintain the same
number (n 8) of experts for baselines and
MPOE. We also implement an enhanced version of
MPOE with n = 16 experts, which is referred to as
“+MPOE_ | ”. Based on the released gpt2 model?,
t5-base model® and 15-large model* provided by
Huggingface, we first initialize the experts, then
fine-tune the models on the downstream tasks. For
the TS5 model, we follow the setting in Mahabadi
et al. (2021) and fine-tune all parameters of the
model on all tasks. For different downstream tasks,
we run a hyperparameter sweep and select the best
configuration according to the accuracy results on
the validation set. The hyperparameters that we
tune include the epochs, batch size and learning
rates.

Zhttps://huggingface.co/gpt2
3https://huggingface.co/t5-base
*https://huggingface.co/t5-large
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4.2 Mains Results

In our main experiments, we adopt TS (Raffel
et al., 2020), GPT-2 (Radford et al., 2019), Switch
Transformers (Fedus et al., 2021) and MokEfica-
tion (Zhang et al., 2021b) as baselines, and report
the comparison results of both NLU and NLG tasks
in Table 1.

Overall, compared to these MoE variants,
our proposed MPOE approach achieves perfor-
mance improvement while being more parameter-
efficient. For the NLU task, our proposed approach
(“+MPOE”) outperforms the best baseline method,
i.e., “+Switch” (88.82 vs. 88.50 for T5-Large) with
up to 27.2x reduction in total parameters in the
GLUE benchmark. By zooming into low-resource
datasets such as CoLA and MRPC, our approach
yields more significant improvements. This sug-
gests that sharing parameters across experts rein-
forces the positive transfer effects’ of informa-
tion from other datasets toward the learning of
low-resource datasets. For the NLG task, GPT-
2+MPOE achieves gains in BLEU-2 score (1.72
for GPT-2+MOoE and 2.37 for GPT-2+Switch) with
3.7x reduction in total parameters on the EMNLP
News dataset. This indicates that GPT-2 also bene-
fits from sharing central tensors.

Moreover, TS+MPOE, | and GPT-2+MPOE_
perform better when we add more auxiliary tensors
as additional experts. This demonstrates the neces-
sity of improving model capacity (Shazeer et al.,
2017), as more parameters of experts tend to result
in an improved model capacity.

4.3 Evaluation on Multi-task Learning

To demonstrate the efficiency of MPOE in multi-
task learning, we adopt the T5-Base model for anal-
ysis to be comparable with Hyperformer (Mahabadi
etal., 2021). We conduct experiments on the multi-
task GLUE benchmark. The detailed metrics can
be found in Section 4.1. Note that compared to Hy-
performer, MPOE approach does not incorporate
additional neural network components, thus it is
more flexible to be used with the PLMs.

Table 2 shows the results on GLUE benchmark
for T5-base (Raffel et al., 2020), Hyperformer (Ma-
habadi et al., 2021) and MPOE. As we can see, the
performance of the MPOE approach is consistently
better than the Hypernetwork in all cases, while

SHere, the positive transfer effects can be referred to Ma-
habadi et al. (2021), which means that the transferred knowl-
edge can lead to improved performance for unseen in-domain
tasks.

Datasets T5-Base Hyperds +MPOE
MNLI (acc) 87.73 85.74 87.83
QNLI (acc) 93.51 93.02 93.89
SST-2 (acc) 92.50 94.03 94.73
RTE (acc) 75.41 75.36 75.51
QQP (acc) 91.12 90.28 91.17
CoLA (mcc) 54.93 63.73 65.85
MRPC (acc) 89.21 89.66 90.10
STS-B (pearson) 90.75 90.00 90.92
Avg. 84.39 85.23 86.25
#To (M) 223 343 258

Table 2: Performance of multi-task learning on GLUE
benchmark obtained by fine-tuning TS5-Base (in percent).
&: Experimental results from Hyperformer (Mahabadi
et al., 2021).

WikiText-2

Variants PPL (1) B2 B4 #To (M)
+MoE% 21.86 2827 9.14 578
w/o PS 21.28 28.67 9.44 153
w/o GM 21.17 2871 9.47 157
+MPOE 20.72 28.78 9.51 157

Table 3: Ablation study on the WikiText-2 dataset about
the NLG tasks (in percent). “B2” and “B4” are short
for BLEU-2 and BLEU-4, respectively. %: The method
from Shazeer et al. (2017)

the MPOE is more parameter-efficient (258M vs.
343M in total parameters). It further demonstrates
the potential benefits of the MPOE approach in a
multi-task learning setting, where the central tensor
learns common information across tasks and the
auxiliary tensor learns task-specific information.

4.4 Ablation Results

Our approach has incorporated two novel improve-
ments: (1) MoE architecture with parameters shar-
ing (PS) among experts based on MPO decom-
position and (2) gradient mask (GM) to alleviate
unbalanced optimization.

To verify the effectiveness of each component,
we conduct the ablation study on the WikiText-2
dataset to analyze the contribution of each part. We
adopt PPL, BLEU-2 and BLEU-4 as the evalua-
tion metrics, and consider removing the parameters
sharing and gradient mask strategy respectively.
The ablation results of our MPOE approach are
shown in Table 3. We can see that removing any
component would lead to a decrease in the model
performance. It shows the effectiveness of all these
components in our approach. Besides, parameter
sharing seems more important than the gradient
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WikiText-2

Variants PPL (1) B2 B4 #To (M)
GPT-2 21.27 28.69 9.46 124.4
MPOE (m=3) 24.01 27.86 8.93 130.3
MPOE (m=5) 20.72 28.77 9.48 157.4
MPOE (m=7) 20.73 28.76  9.47 198.7
MPOE (m=9) 20.78 28.45 9.38 214.6

Table 4: Evaluation with different factorization man-
ner on the WikiText-2 dataset about the NLG tasks (in
percent). “B2” and “B4” are short for BLEU-2 and
BLEU-4, respectively.

mask strategy, which yields a larger performance
drop after being removed.

4.5 Detailed Analysis

MPO decomposition has different factorization
manners. However, the MPOE approach requires
a defined MPO decomposition form to be given
before it can be used. Therefore, different factor-
ization manners may affect the efficiency of the
MPOE approach. To vertify this, we perform a
detailed analysis on different factorization man-
ners of MPO decomposition. We present three
variants of MPOE with different lengths of local
tensors produced by MPO decomposition empiri-
cally. Tabel 4 shows the evaluation results on the
WikiText-2 dataset about NLG tasks. As we can
see, the variants of m > 3 are all superior to the
GPT-2 model. Additionally, we can observe that
more local tensors performs similarly but leads to
higher memory cost. Thus we finally choose to
set m = 5 for MPOE architecture considering the
trade-off between the cost and quality.

5 Related Work
We will review the related works in four aspects.

PLMs with MoE. It has been reported that mod-
els with more parameters are usually considered to
have a larger model capacity (Fedus et al., 2021;
Zuo et al., 2021). In order to increase the model ca-
pacity, a promising direction is to explore the scal-
ing properties with MoE architecture which was
introduced by Jacobs et al. (1991). Thus, Shazeer
et al. (2017) first applied the MoE architecture to
large-scale language models. Then, Switch Trans-
formers (Fedus et al., 2021), GShard (Lepikhin
et al., 2021), BASELayer (Lewis et al., 2021) and
HashLayer (Roller et al., 2021) studied how to
build large-scale Transformer-based model with
MoE as well as improving routing strategy, which

can better utilize the model capacity. In addi-
tion, Zhang et al. (2021b) proposed a strategy for
sparse activation of MoE architecture. He et al.
(2021) suggested a distributed training system for
fast training of MoE. Zoph et al. (2022) proposed a
sparse expert model with more stable training. Yu
et al. (2022) proposed a sparse expert model based
on all-MLP architecture. In contrast, our approach
aims to reduce information redundancy by sharing
parameters among experts.

Matrix Product Operators Decomposition.
Matrix product operators (MPO) (Pirvu et al., 2010)
decomposition was proposed in quantum many-
body physics, a.k.a. tensor-train (TT) decomposi-
tion (Oseledets, 2011). A major category of MPO
studies relies on model compression (Gao et al.,
2020). They focus on compressing weight ma-
trix and convolutional layers (Novikov et al., 2015;
Garipov et al., 2016; Sun et al., 2020). Furthermore,
the MPO decomposition was used to compress the
PLMs as well as enable lightweight fine-tuning in
downstream tasks (Liu et al., 2021). In this work,
we utilize such a decomposition mechanism for pa-
rameter sharing to construct a parameter-efficient
MoE architecture.

Improved Variants of MoE. Despite the
achieved performance performance, MoE archi-
tecture has been hindered by the model complexity
and high memory costs (Shazeer et al., 2017; Fe-
dus et al., 2021). This problem can be alleviated
by using distillation (Fedus et al., 2021) and ex-
pert pruning (Kim et al., 2021). Then, Kudugunta
et al. (2021) and Zuo et al. (2021) indicated that
sub-networks can be employed when using the
model. Indeed, our approach can be further en-
hanced by these existing methods for improving
inference time.

Multi-task Learning. The exploitation of MoE
architectures for multi-task learning is a very
promising direction in recent years (Ma et al.,
2018). Houlsby et al. (2019) suggested training
adapters for each task separately while keeping the
model fixed. Further research suggested that model
parameters could be shared across tasks, and task-
specific adapter parameters were introduced (Stick-
land and Murray, 2019). Based on this idea, Ma-
habadi et al. (2021) and Pilault et al. (2020)
proposed that parameter-efficient multi-task fine-
tuning for transformer-based models via shared
hypernetworks. Our approach differs from these
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works in that the MPOE approach allows us to re-
duce model size while keeping the same number
of experts, and meanwhile achieve performance
improvement for multi-task learning.

6 Conclusion

In this paper, we proposed a parameter-efficient
MOoE architecture for increasing model capacity
based on the MPO decomposition. First, we shared
the central tensors among different experts based
on MPO decomposition, which largely reduced the
model parameters of MoE architecture. Then, we
designed the gradient mask strategy to alleviate
the unbalanced optimization issues and ensured
that different tensors capture different types of in-
formation efficiently. Extensive experiments have
shown that our approach outperforms several com-
petitive PLM scaling strategies, especially in terms
of improving the parameter efficiency of the MoE
architecture.

In the future, we will enhance the proposed
MPOE approach with recently proposed routing
methods, such as BASELayer (Lewis et al., 2021),
HASHLayer (Roller et al., 2021) and GShard (Lep-
ikhin et al., 2021). We will also consider exploring
additional decomposition methods for developing
parameter-efficient MoE architecture.
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