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Abstract

Some languages allow arguments to be omit-
ted in certain contexts. Yet human language
comprehenders reliably infer the intended ref-
erents of these zero pronouns, in part because
they construct expectations about which refer-
ents are more likely. We ask whether Neural
Language Models also extract the same expec-
tations. We test whether 12 contemporary lan-
guage models display expectations that reflect
human behavior when exposed to sentences
with zero pronouns from five behavioral experi-
ments conducted in Italian by Carminati (2005).
‘We find that three models—XGLM 2.9B, 4.5B,
and 7.5B—capture the human behavior from all
the experiments, with others successfully mod-
eling some of the results. This result suggests
that human expectations about coreference can
be derived from exposure to language, and also
indicates features of language models that al-
low them to better reflect human behavior.

1 Introduction

In Italian, like other pro-drop (‘pronoun-dropping’)
languages, verbal arguments that would usually
be expressed by pronouns in languages such as
English can be omitted under certain circumstances.
For example, consider the sentence in (1) from
Carminati (2005).

(1) Quando Maria ha chiamato Mario, era
contenta.
‘When Maria called Mario, [she] was happy.’

In this sentence, the referent of the ‘dropped’
pronoun—generally referred to as a zero or null
pronoun—can be inferred from the fact that the
adjective contenta is feminine; thus, Maria is the
most likely subject of the second clause. Resolv-
ing the referents of anaphoric zero pronouns like
this is a long-standing, important, and active area
of research in natural language understanding (Ju-
rafsky and Martin, 2021; for examples, see Zhao
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and Ng, 2007; Taira et al., 2008; Imamura et al.,
2009; Watanabe et al., 2010; Kong and Zhou, 2010;
Poesio et al., 2010; Chen and Ng, 2013; Yoshino
et al., 2013; Iida et al., 2016; Aloraini and Poesio,
2020; Song et al., 2020a; Ueda et al., 2020; Konno
et al., 2020, 2021; Yang et al., 2020; Kim et al.,
2021; Umakoshi et al., 2021; Chen et al., 2021;
Yang et al., 2022).

It has been argued that aiming for human-like-
ness in natural language processing systems is vital
if we want our natural language understanding sys-
tems to behave not only as humans do, but also
as human users expect them to (see, e.g., Keller,
2010; Ettinger, 2020; Eisape et al., 2020). This is
particularly true for zero anaphora resolution, and
pronoun resolution more generally. As an illus-
tration of the prominence of reference resolution,
one pronoun resolution task, the Winograd Schema
Challenge (Levesque et al., 2012; based on work
by Winograd, 1972), has been referred to as ‘an al-
ternative to the Turing Test” (Levesque et al., 2012,
p- 552).

So, how do humans resolve coreference? The
evidence suggests that we use a range of cues—
for example, agreement information as in (1), but
also factors such as world knowledge and common
sense (Winograd, 1972; Hobbs, 1979; Kehler et al.,
2007; Kehler and Rohde, 2013; Sakaguchi et al.,
2019). In addition, pronoun resolution is shaped
by our expectations about the next entity that is
likely to be mentioned and what argument it should
take (Kehler et al., 2007; Kehler and Rohde, 2013;
Nieuwland and Van Berkum, 2006). For example,
crosslinguistic work has found a bias towards ex-
pecting a subject pronoun to refer to an antecedent
subject (for discussion, see Carminati, 2005). This
has been demonstrated experimentally with sen-
tences such as those in (2).

(2) John seized the comic from Bill. He

When presenting experimental participants with
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sentences such as (2) where the content following
the pronoun has been removed, Stevenson et al.
(1994) found that the vast majority of people expect
he to refer to John rather than Bill. The effect of
expectations such as these are so powerful that
we may often not even realize that a sentence is
grammatically ambiguous at all in most situations
(Nieuwland and Van Berkum, 2006).

The same principles apply in zero anaphora
resolution. Carminati (2005), for example, tests
human expectations by investigating how long it
takes for experimental participants to read stim-
uli with certain linguistic features, based on the
well-established finding that contextually expected
words are read faster than unexpected words,
demonstrating an increased processing difficulty
when these expectations are violated (see, e.g.
Forster, 1981; Levy, 2008; Luke and Christianson,
2016; Brothers and Kuperberg, 2021). Carminati
(2005) finds that the main clauses of sentences such
as (1)—that is, the part of the sentence containing
the zero subject pronoun, i.e., era contenta (‘[she]
was happy’)—are read faster when the zero pro-
noun co-refers with a subject antecedent, as in (1),
than when it co-refers with the antecedent object,
as in (3).

(3) Quando Maria ha chiamato Mario, era
contento.
‘When Maria called Mario, [he] was happy.’

The question, then, if we want human-like zero
anaphora resolution, is how to test whether a given
zero anaphora resolution system is able to reflect
these human expectations. In the present study, we
propose a method to do just that.

The vast majority of recent pronoun resolu-
tion systems base their approach around using
the representations learned by contemporary trans-
former language models—for example, in the zero
pronoun anaphora resolution literature alone, re-
searchers have used pretrained transformers such
as monolingual (Song et al., 2020b; Ueda et al.,
2020; Konno et al., 2020, 2021; Kim et al., 2021;
Chen et al., 2021; Umakoshi et al., 2021) and mul-
tilingual (Aloraini and Poesio, 2020; Kim et al.,
2021) BERT models (Devlin et al., 2019), as well
as XLM-R (Conneau et al., 2020; for an example
see Yang et al., 2022).

For these systems, there is a clear way to test
for human-like-ness. We can directly probe the
extent to which the representations learned by the

language models take into account the factors that
lead to coreference expectations in humans by test-
ing how similar the predictions of language models
are to those of human comprehenders—if they ex-
hibit the same pattern of predictive behavior as
humans in a given context, this demonstrates that
they are sensitive to the same factors as humans in
this context. We do this by comparing the reading
times reported by Carminati (2005) to the surprisals
of 12 contemporary transformer language models
(Devlin et al., 2019; Conneau and Lample, 2019;
De Mattei et al., 2020; Schweter, 2020; Conneau
et al., 2020; de Vries and Nissim, 2021; Lin et al.,
2021) for the same stimuli.

A key question is whether it is possible for lan-
guage models to learn any of these human-like ex-
pectations at all, given that they can only rely on the
statistics of language. For this reason, the results
of the present study should be of interest both from
a natural language understanding perspective, as
discussed above, and also from a psycholinguistics
perspective.

From the natural language understanding per-
spective, the present study presents an approach for
‘pre-evaluating’ a language model’s suitability as a
basis for a zero anaphora resolution system. Specif-
ically, if a language model can model a specific
effect in human language processing—that is, if an
experimental manipulation that elicits a significant
difference in reading time also results in a signifi-
cant difference in that language model’s surprisal
in the same direction—this demonstrates that it is
able to take into account the relevant factors that
underlie human comprehender expectation. For ex-
ample, if a language model can successfully model
the subject antecedent preference, this suggests that
it has learned that all else being equal, subject an-
tecedents are more likely to be the coreferents of
zero subject pronouns, and thus, crucially, that this
pattern is in some way represented in the contextual
embeddings that can be used as the representations
underlying a zero anaphora resolution system.

From the psycholinguistics perspective, this
study explores the extent to which it is possible
that specific patterns in zero anaphora coreference
expectations can be learned on the basis of the
statistics of language alone. There is substantial
work demonstrating that some expectations are
highly correlated with language statistics, and thus
may be at least partly derived from them (Levy,
2008; Monsalve et al., 2012; Smith and Levy, 2013;



Frank et al., 2015; Michaelov and Bergen, 2020;
Szewczyk and Federmeier, 2022). However, other
work has suggested that coreference expectations
are instead (or in addition) at least partly based on
semantic knowledge, world experience, and con-
ceptual salience (Hobbs, 1979; Harley and Ritter,
2002; Carminati, 2005; Kehler et al., 2007; Kehler
and Rohde, 2013). Nonetheless, since the predic-
tions of language models are derived from language
statistics alone, if even one language model can suc-
cessfully model a given effect (after adjusting for
multiple comparisons), this provides in-principle
evidence that the effect can be successfully learned
using distributional information alone.

2 General Method

The experiments reported by Carminati (2005)
were self-paced reading experiments. Participants
were native speakers of Italian asked to read Italian
sentences on a computer. Stimuli were similar to
those discussed in the previous section, with a sub-
ordinate clause (e.g. Quando Maria ha chiamato
Mario; “When Maria called Mario’) first presented,
followed by the main clause (e.g. either era con-
tenta ‘[she] was happy’ or era contento ‘[he] was
happy’). The time taken by participants to read the
main clause—which includes the word that disam-
biguates the null subject pronoun—was recorded.

To measure the language model’s expectations,
we used surprisal (negative log-probability) based
on a large body of evidence that language model
surprisal generally correlates well with reading
time (see, e.g. Levy, 2008; Monsalve et al., 2012;
Smith and Levy, 2013; Goodkind and Bicknell,
2018) and other metrics of processing difficulty
that are thought to correlate with human expecta-
tions such as the neural N400 response (Frank et al.,
2015; Aurnhammer and Frank, 2019; Michaelov
and Bergen, 2020; Merkx and Frank, 2021).

To model each effect, we compared whether spe-
cific linguistic features of the stimuli that elicited a
significant difference in human reading times also
led to a significant difference in language model
surprisal. For example, we investigate whether,
like reading time, surprisal is significantly lower
when the referent of a zero subject pronoun is a sub-
ject antecedent compared to an object antecedent,
among other patterns in reading time reported by
Carminati (2005). The language models were all
presented with the same stimuli as the human par-
ticipants, which are provided by Carminati (2005)

in an appendix to the original paper.

To match reading time, surprisal was calculated
over the whole of the main clause in each stimulus
item. This was done by calculating the sum of the
surprisals of the main clauses’ constituent words,
which is equivalent to taking the negative logarithm
of the product of their probabilities.

We ran the stimuli through 12 transformer lan-
guage models—35 monolingual and 7 multilingual.
Two of the monolingual models were autoregres-
sive transformer networks: GePpeTto (De Mat-
tei et al., 2020) and the small English GPT-2 re-
trained on Italian (de Vries and Nissim, 2021). The
three remaining monolingual models were masked
language models: UmBERTo (Parisi et al., 2021)
trained on the Italian subcorpus of OSCAR, and
the Base and XXL versions of the Italian BERT
models (Schweter, 2020). The multilingual models
also included autoregressive and masked language
models. The autoregressive models were three dif-
ferent sizes of XGLM (Lin et al., 2021): the 2.9B,
4.5B, and 7.5B parameter models. The masked
language models were XLM-100 (Conneau and
Lample, 2019), and the Base and Large versions of
XLM-R (Conneau et al., 2020).

The aim in using this range of models was to
test whether there are any model types or char-
acteristics made them better suited to capturing
human behavior—for instance, whether the mod-
els were autoregressive or masked, or monolingual
or multilingual. Previous systems designed to re-
solve zero pronoun anaphora of the kind described
here appear to be predominantly based on masked
language models; however, autoregressive models
such as GPT-2 have been successfully used in simi-
lar systems (Magbool et al., 2022).

We are also interested in whether monolingual
or multilingual models are better suited to the task
of zero pronoun anaphora resolution—while cross-
lingual transfer may help with some phenomena
(Guarasci et al., 2022), there is also evidence that
it can cause harm to model performance in oth-
ers (Wang et al., 2020). There is currently mixed
evidence with respect to zero pronoun anaphora
resolution—Kim et al. (2021), for example, find
that a monolingual Korean BERT-based model per-
forms better than the standard multilingual BERT
model; while Yang et al. (2022) finds that their
model, based on XLM-R, is better than a model
based on a Chinese-only BERT (Song et al., 2020b).
We include both multilingual BERT and XLM-R



in our analyses, in addition to the Base Italian
BERT model, which has previously been evalu-
ated in terms of its capacity to learn non-anaphoric
null subject and agreement phenomena in Italian
(Guarasci et al., 2021).

To test whether each model successfully mod-
eled each effect, we constructed linear mixed-
effects models predicting model surprisal with ex-
perimental manipulation as a main effect and a
random intercept of sentence frame, where sen-
tence frame refers to a set of stimuli that differ only
by experimental condition (e.g., the previously dis-
cussed Quando Maria ha chiamato Mario, era con-
tenta and Quando Maria ha chiamato Mario, era
contento are two stimuli with the same sentence
frame).

For three of the five analyses—the two analyses
in Section 3.1 where the coreferent is distinguished
by gender, and the analysis in Section 3.2—we
tested whether the relevant experimental manipula-
tion was a significant predictor of language model
surprisal by constructing a null regression with only
the random intercept of sentence frame and running
a likelihood ratio test investigating whether adding
the experimental manipulation improved model fit.

The remaining two analyses correspond to two
different tests utilized by Carminati (2005) to ana-
lyze the results of a single experiment (Experiment
4 of the original paper). Crucially, Carminati (2005)
tests whether there is an interaction between coref-
erent argument (whether it is the antecedent subject
or object) and coreferent person (whether the coref-
erent is in the first or second person or in the third
person), but also whether there is a main effect of
each of these. To test whether there is an interaction
(in Section 3.3), we construct a linear mixed-effects
model with and without the interaction, and run a
likelihood ratio test comparing the two. In addition
to the interaction, Carminati (2005) finds a main ef-
fect of coreferent argument but not of person. Thus,
we also test for the main effect of coreferent argu-
ment, which we report in Section 3.1. Because we
want to investigate whether the main effect of coref-
erent argument explains a significant amount of the
variance in surprisal while also accounting for the
effect of a possible interaction, instead of using a
likelihood ratio test, we opt for a Type III ANOVA
with Satterthwaite’s method for estimating degrees
of freedom (Kuznetsova et al., 2017).

The details of the results of the statistical anal-
yses that were run by Carminati (2005) are pro-

vided in the original paper. The full results of the
statistical analyses that we ran are provided in Ap-
pendix A. The results of both sets of statistical
analyses are summarized in Figure 1.

All language models were run in Python
(Van Rossum and Drake, 2009), using the PyTorch
(Paszke et al., 2019) implementation of each model,
as provided by the transformers package (Wolf
et al., 2020). Statistical analysis and data manipu-
lation were carried out in R (R Core Team, 2020)
using Rstudio (RStudio Team, 2020) and the tidy-
verse (Wickham et al., 2019), Ime4 (Bates et al.,
2015), ImerTest (Kuznetsova et al., 2017), ggsig-
nif (Ahlmann-Eltze and Patil, 2021), and cowplot
(Wilke, 2020) packages. The stimuli, code used to
run the models, and code used to run the statistical
analyses are provided on Github!'. Note that all
p-values reported in this analysis have been cor-
rected for multiple comparisons (Benjamini and
Hochberg, 1995; R Core Team, 2020).

3 Manipulation-level results and
discussion

In this section, we compare the performance of
the 12 language models tested with human behav-
ior on five of the experimental manipulations car-
ried out by Carminati (2005). Note that two addi-
tional studies from that paper focus on a different
question—the effects of distractor referents on pro-
cessing time. Although at least one model was able
to capture each of these human results, they are not
included here because they address a different set
of phenomena.

3.1 Subject vs. object antecedent referent

Carminati (2005) investigates the subject an-
tecedent preference discussed in Section 1 in three
experiments. In Experiments 1 and 2 of the origi-
nal paper, both antecedents are names associated
with different genders, as illustrated by the example
from Experiment 1 shown in (4).

(4) (@) Quando Lucia ha telefonato a Marco,
era appena tornata da Londra.
‘When Lucia has telephoned Marco,
[she] had just come back from London.’

(b) Quando Lucia ha telefonato a Marco,

era appena tornato da Londra.
‘When Lucia has telephoned Marco, [he]
had just come back from London.’

"https://github.com/jmichaelov/
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Figure 1: Mean reading time and surprisal of each model elicited by main clauses for each experimental condition
in each experiment. All significant differences are shown: following convention, “*** indicates p < 0.001, “**’
indicates p < 0.01, “*’ indicates p < 0.5, ‘.’ indicates marginal significance where p < 0.1, and ‘ns’ indicates
p > 0.1. For easier comparison across models and experiments, comparisons with statistically significant results
are colored green; non-significant results are colored purple. Note that the relevant p-values have been corrected
for multiple comparisons using the method of Benjamini and Hochberg (1995); for test statistics and degrees of
freedom, see Appendix A. Details of the statistical tests for reading time are provided by Carminati (2005). For
language model surprisal, error bars indicate standard error; no metric of error is provided by Carminati (2005).

Because tornato/tornata (‘come back’) agrees
with the gender of the zero subject pronoun, its ref-
erent can be resolved to be the subject antecedent
(Lucia) in (4a) and the object antecedent (Marco)
in (4b). Carminati (2005) found, as expected, that
main clauses where the zero subject pronoun co-

referred with the subject antecedent (like (4a)) were
read faster than those where they had an object an-
tecedent coreferent (like (4b)), suggesting an ex-
pectation for a subject antecedent coreferent.

In Experiment 4 of the original paper, grammati-
cal person was manipulated rather than grammati-



cal gender, as illustrated by the example in (5).

(5) (a) Quando ho litigato con Maria, ero
molto prepotente.
‘When [I] quarrelled with Maria, [I] was
very pushy.’
(b) Quando ho litigato con Maria, era
molto prepotente.
‘When [I] quarrelled with Maria, [she]

was very pushy.’

Similarly, because ero/era (‘was’) either agrees
with the first person or third person, the zero subject
pronoun can be resolved as co-referring with the
speaker (in (5a)) or with Maria (in (5b)). As in
the aforementioned other experiments, Carminati
(2005) finds that speakers read sentences like (5a)
faster than sentences like (5b), again demonstrating
a preference for subject antecedent coreferents over
object antecedent coreferents.

Looking at the results of the models, we can see
that only GePpeTto and the XGLMs successfully
model this effect in all three experiments. This ap-
pears to suggest that autoregressive models may be
better at learning that the subject antecedent is the
more likely referent; however, it should be noted
that in each of the individual studies, at least one
masked language model also successfully modeled
the effect. Nonetheless, the robustness of simi-
larity between these autoregressive models’ pre-
dictions and human expectations may be partly
explained by the evidence suggesting that autore-
gressive models are more sensitive to word order
than masked language models, to the extent that
they are able to encode positional information even
without explicit positional encodings (Haviv et al.,
2022); conversely, masked language models appear
to be relatively insensitive to word order (Sinha
et al., 2021; Gupta et al., 2021). Given that the
dominant pattern in Italian is Subject-Verb-Object
(see Guarasci et al., 2022) and the subject was al-
ways first in the subordinate clause, it is therefore
unsurprising that autoregressive models would be
better able to predict that the first entity mentioned
(the subject) is more likely as the subject of the
zero pronoun than the second entity mentioned (the
object).

3.2 Name vs. pronoun antecedent referent

In addition to investigating the differences in how
humans process zero anaphora in sentences with
subject and object antecendent coreferents, Carmi-
nati (2005) also investigated how the form in which
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antecedents are presented impacts processing. As
a further part of Experiment 2 of the original paper,
Carminati (2005) investigates how processing is
impacted when the object coreferent is presented
as a name or a pronoun, an example of which is
provided in (6).

(6) (a) Quando Maria cerca Roberto, diventa
ansioso.
‘When Maria looks for Roberto, [he]
becomes anxious.’
(b) Quando Maria lo cerca, diventa
ansioso.
‘When Maria looks for him, [he]

becomes anxious.’

In both sentences, it is the object antecedent that
is the referent of the zero pronoun in the main
clause, violating the subject antecedent preference.
Carminati (2005) finds that main clauses with zero
pronouns referring to antecedent objects are easier
to process (read faster) when this antecedent object
is a pronoun.

The results for the language models, shown in
Figure 1, suggest that this is a relatively easy pat-
tern for language models to learn—9 of the 12
models show a significant effect and the remaining
3 show a marginal effect in the correct direction.
Thus it is clear that this general rule—that an entity
referred to by an antecedent pronoun is more likely
to be the referent of a zero pronoun—is possible to
learn based on the statistics of language. The fact
that this effect relies on the form of the antecedents
rather than word order could explain why there is
no difference between autoregressive and masked
language models in this case.

3.3 Antecedent argument by grammatical
person interaction

In addition to investigating the subject antecedent
effect, in Experiment 4 of the original paper, Carmi-
nati (2005) investigates how this effect interacts
with the the grammatical person of antecedents
(i.e., first, second, or third-person). In general, pre-
vious work suggests that first and second-person an-
tecedents are more likely to be referents of reduced
or zero pronouns (Ariel, 1991; Siewierska, 1999,
2003; Carminati, 2005), but as has been discussed,
subject antecedents are also more likely to be their
referents. Thus, Carminati (2005) compares the
effect of the person of the coreferent antecedent
when it is in both subject and object position, as
exemplified in (7).



(7) (a) Quando ho/hai litigato con Maria,
ero/eri molto prepotente.
‘When [I/you] quarrelled with Maria,
[I/you] was/were very pushy.’

(b) Quando Maria ha litigato con me/te,
ero/eri molto prepotente.
‘When Maria quarrelled with me/you,
[I/you] was/were very pushy.’

(¢) Quando Maria ha litigato con me/te, era
molto prepotente.
‘When Maria quarrelled with me/you,
[she] was very pushy.’

(d) Quando ho/hai litigato con Maria, era
molto prepotente.
‘When [I/you] quarrelled with Maria,
[she] was very pushy.’

While Carminati (2005) does not find a main
effect of grammatical person, the results show an
interaction between person and antecedent referent
argument status (i.e. whether it is a subject or
object). Specifically, the difference in reading time
between subject and object antecedent referents
is reduced when the antecedent coreferent is in
the first or second person. In other words, the
subject antecedent effect is weaker with first and
second person coreferents. This, Carminati (2005)
argues, shows that the bias towards a first or second-
person coreferent modulates the bias against an
object coreferent—in other words, humans still
expect a first or second-person coreferent even if it
is an object antecedent.

Four of the models—Italian BERT Base and the
XGLMs—manage to model this interaction. While
this suggests the the effect—which is complicated
as it relies on correctly weighting the effects of
argument status and person—is difficult to learn
based on the statistics of language, it nevertheless
demonstrates that it is indeed possible.

4 General Discussion

4.1 Implications for human language
processing

We can now return to the two questions that mo-
tivated this work. First, we look at whether the
reading time effects in humans can be explained on
the basis of the statistics of language.

As seen in Figure 1, each experimental result
was successfully modeled by at least four language
models, after correcting for multiple comparisons.
This shows that it is possible to learn cues based

on the statistics of language that result in human-
like expectations about the referents of zero subject
pronouns in Italian. The fact that the XGLM trans-
formers were consistently able to model all the
effects demonstrates that the patterns underlying
the results of the experiments can all be learned
by the same system—and therefore, in principle,
it should also be possible for a neurocognitive sys-
tem implementing lexical prediction in humans
(for accounts of such a system and what it might
learn, see, e.g., Kutas et al., 2011; Lewis and Basti-
aansen, 2015; Lupyan and Clark, 2015; Frank et al.,
2015; Bornkessel-Schlesewsky and Schlesewsky,
2019; Aurnhammer and Frank, 2019; Michaelov
and Bergen, 2020; Kuperberg et al., 2020; Merkx
and Frank, 2021; Brothers and Kuperberg, 2021).
Thus, the present study provides evidence that the
expectations that humans form about possible ref-
erents in anaphora may be derived from language
statistics, at least in part.

4.2 Implications for work on language models

Model Experiments modeled
GePpeTto 4/5
It. GPT2 (Retrained) 1/5
UmBERTo 0/5
It. BERT (Base) 3/5
It. BERT (XXL) 3/5
mBERT 0/5
XLM-100 0/5
XLM-R (Base) 2/5
XLM-R (Large) 3/5
XGLM 2.9B 5/5
XGLM 4.5B 5/5
XGLM 7.5B 5/5

Table 1: Number of experiments successfully modeled
by each language model.

The number of experiments successfully mod-
eled by each language model is shown in Table 1,
revealing that the XGLM models performs best
overall, successfully modeling the results of all 5
experiments investigated. After the XGLMs, GeP-
peTto models the most experiments (4/5), followed
by XLM-R Large and the Italian BERTSs (3/5). The
remaining transformers only successfully model 2
or fewer of the experiments.

At this level of analysis, some patterns begin to
emerge. First, the best models are the XGLM trans-
formers and GePpeTto. This suggests that autore-



gressive models may in fact be best able to model
the effects. As discussed in Section 3.1, this may be
due to their comparatively high sensitivity to word
order. One issue that confounds this interpretation
is that the XGLM models are also larger and trained
more data on than the other models. However, the
fact that GePpeTto was trained on 13GB of text,
while the other monolingual models (which were
all masked language models) were trained on the
same amount or more data and performed worse,
suggests that, at the very least, monolingual au-
toregressive models may more efficiently learn bi-
ases in zero anaphora processing than monolingual
masked language models. Whether or not autore-
gressive models continue to out-perform masked
language models as the training set increases in
size is a question for further research. Overall,
then, we see that in our sample of models, autore-
gressive monolingual and multilingual models are
more human-like in their expectations of zero sub-
ject pronoun referents than their masked language
model counterparts.

Another question that we can address with the
present results is that of the effect of multilingual-
ity on the human-likeness of the models’ expecta-
tions. First, while GePpeTto and Retrained Italian
GPT-2 are trained on the same Italian corpus, the
former greatly out-performs the latter. This sug-
gests that training a model on one language and
then re-training it on another does not necessarily
improve the representations that a model learns—
in fact, in this case, it interferes with the model’s
ability to make predictions in a human-like fash-
ion. On the other hand, XLLM-R Large is trained
on data from 100 languages successfully models
human processing at least as well as any monolin-
gual model but GePpeTto—including Italian BERT
XXL, which is trained on 80GB of Italian text com-
pared to XLM-R’s 30GB. Thus, it may be the case
that with more training data, and with a larger num-
ber of languages (including more closely-related
languages—XLM-R is also trained on other Ro-
mance languages), there is some cross-linguistic
transfer that can aid in predicting the referent of a
null subject pronoun in a human-like manner (see
Guarasci et al., 2022, for a recent similar finding).
Finally, the XGLMs—autoregressive multilingual
models—are the best performing models overall.
Thus, the results of this study seem to suggest that
with enough overall data, and when multilingual
language models are trained on more languages,

cross-linguistic transfer can improve their human-
likeness in terms of their predictions. A question
for future work is to investigate under what circum-
stances multilinguality hurts or harms the human-
likeness of language model predictions—for exam-
ple, based on how related the languages the model
is trained on are to each other, or how widespread
the phenomenon under investigation is. For ex-
ample, the subject antecedent preference is also
present in English with overt pronoun anaphora
(Smyth, 1994; Chambers and Smyth, 1998; Kehler
et al., 2007; Kehler and Rohde, 2013).

Finally, as discussed in Section 2, Yang et al.
(2022) show that a zero pronoun anaphora reso-
lution system based on XLM-R performs better
than one based on multilingual BERT (Song et al.,
2020b). Concurrently, in the present study, we see
that either XLM-R model is better able to model
zero anaphora processing effects than multilingual
BERT. While there are other factors at play, this
result is consistent with our prediction that bet-
ter modeling of human expectations may lead to
better performance when using the models’ repre-
sentations for zero pronoun anaphora resolution,
based on the idea that the representations learned
by the model better allow it to make human-like
predictions, and thus are more useful for systems
aiming to resolve zero anaphora in a human-like
way. In the present study, XGLM models perform
better than the other models, and thus, based on
this, we suggest that XGLM transformers may be
better models upon which to base future zero pro-
noun anaphora resolution system than other current
publicly available pretrained models.

5 Conclusion

We present the first study investigating whether
language models make the same predictions as hu-
mans when processing zero pronoun anaphora. For
each the 5 effects we investigate, we find that there
are at least four models that successfully do so; and
three models, XGLM 2.9B, 4.5B, and 7.5B, suc-
cessfully do so in all 5. This suggests that human
processing of zero pronoun anaphora may at least
partly rely on our statistical knowledge of language.
Furthermore, this approach provides a useful way
to investigate how human-like the referent predic-
tions of language models are, which is vital if we
are to use their representations for zero anaphora
resolution systems.
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541-550, Prague, Czech Republic. Association for ~ Experiment 2: Name vs. pronoun object

Computational Linguistics. antecedent referent
A Full results of statistical analyses Model Chisq(df=1) Corrected p
Experiment 1: Subject vs. object antecedent GePeTto 29.8 <0.001
referent GPT-2 Italian 17.3 <0.001
UmBERTo 4.9 0.050
Model Chisq(df=1) Corrected p It BERT Base 7.6 0.015
GePeTto 12.3 0.002 It BERT XXL 17.5 <0.001
GPT-2 Italian <0.1 0.993 mBERT 4.3 0.068
UmBERTo 3.5 0.109 XLM-100 2.7 0.163
It BERT Base 0.4 0.614 XLM-R Base 14.7 <0.001
It BERT XXL 6.3 0.025 XLM-R Large 11.7 0.002
mBERT 1.4 0.376 XGLM 2.9B 124 0.002
XLM-100 0.2 0.758 XGLM 4.5B 16.4 <0.001
XLM-R Base 53 0.041 XGLM 7.5B 26.6 <0.001
XLM-R Large 19.2 <0.001 o )
XGLM 2.9B 13.9 <0.001 Table 4: Results of the likelihood ratio tests for all

models. Models for which there is a significant effect
of the manipulation tested are shown in bold.

XGLM 4.5B 19.1 <0.001
XGLM 7.5B 32.9 <0.001

Table 2: Results of the likelihood ratio tests in Experi-

ment 1. Models for which there is a significant effect of Experiment 4: Subject vs. object antecedent

the manipulation tested are shown in bold. referent
Model F(1,60) Corrected p
Experiment 2: Subject vs. object antecedent GePeTto 34.6 <0.001
referent GPT-2 Italian 1.5 0.359
UmBERTo 1.1 0.434
Model Chisq(df=1) Corrected p It BERT Base 7.4 0.019
GePeTto 8.8 0.008 It BERT XXL 9.1 0.010
GPT-2 Italian 0.9 0.482 mBERT 0.7 0.529
UmBERTo 0.7 0.514 XLM-100 <0.1 0.815
It BERT Base 0.9 0.482 XLM-R Base <0.1 0.330
It BERT XXL 0.6 0.570 XLM-R Large 0.5 0.575
mBERT <0.1 0.956 XGLM 2.9B 7.1 0.022
XIL.M-100 09 0.482 XGLM 4.5B 12 0.003
XLM-R Base 1 0.468 XGLM 7.5B 18.4 <0.001
XLM-R Large 7.5 0.015
XGLM 298 175 000 e st efect of the manipulton
XGLM 4.58 23.6 <0.001 tested are shown in bold.
XGLM 7.5B 26.5 <0.001

Table 3: Results of the likelihood ratio tests for all
models in Experiment 2.1. Models for which there is a
significant effect of the manipulation tested are shown
in bold.

13



Experiment 4: Argument x Person Interaction

Model Chisq(df=1) Corrected p
GePeTto 2.7 0.168
GPT-2 Italian 0.2 0.709
UmBERTo 0.2 0.739
It BERT Base 5 0.048
It BERT XXL 0.3 0.681
mBERT 0.4 0.607
XLM-100 <0.1 0.993
XLM-R Base 1.1 0.434
XLM-R Large 0.8 0.482
XGLM 2.9B 8.9 0.008
XGLM 4.5B 18.5 <0.001
XGLM 7.5B 7.4 0.015

Table 6: Results of the likelihood ratio tests for all
models. Models for which there is a significant effect
of the manipulation tested are shown in bold.



