Exploring Nominal Coercion in Semantic Spaces
with Static and Contextualized Word Embeddings

Chenxin Liu and Emmanuele Chersoni
The Hong Kong Polytechnic University
Department of Chinese and Bilingual Studies
Yuk Choi Road 11, Hung Hom, Kowloon, Hong Kong (China)

chenxin.liu@connect.polyu.edu.hk,

Abstract

The distinction between mass nouns and count
nouns has a long history in formal semantics,
and linguists have been trying to identify the
semantic properties defining the two classes.
However, they also recognized that both can
undergo meaning shifts and be used in contexts
of a different type, via nominal coercion.

In this paper, we present an approach to mea-
sure the meaning shift in count-mass coercion
in English that makes use of static and contex-
tualized word embedding distance.

Our results show that the coercion shifts are de-
tected only by a small subset of the traditional
word embedding models, and that the shifts
detected by the contextualized embedding of
BERT are more pronounced for mass nouns.

1 Introduction

The literature in formal semantics has debated for
long on the distinction between count nouns and
mass nouns, which has often been described as an
opposition between discrete, countable objects and
substances that cannot instead be divided into sub-
units. A notorious formal characterization of this
intuition is provided by Link (1983): mass nouns
like wine are non-quantized, in the sense that each
subpart of wine will still count as wine; on the other
hand, count nouns like cat are quantized, because if
you take a subpart of a cat, it will not count as a cat
(Cheng, 1973). According to such view, in other
words, the two types of nouns denote in different
domains with different properties.

Chomsky (1965) proposed instead a lexical-
ist perspective on the problem, where nouns are
marked with a binary feature £ COUNT determin-
ing the kind of syntactic context (mass or count) in
which they can appear. Although the approaches
adopt different criteria for defining the "countabil-
ity" of the nouns, they both predict that count nouns
will (mostly) appear in count contexts, and mass
nouns will (mostly) appear in mass contexts.

49

emmanuelechersonidgmail.com

However, cases like the following are extremely
frequent in natural language:

1. There is rabbit in my soup. (count to mass)

2. Two wines at table four! (mass to count)

In 1., the count noun rabbit is interpreted as
rabbit meat, while in 2. the plural form of the
mass noun wine means glasses of wine. Both cases
are examples of coercion, a semantic phenomenon
occurring when the standard interpretation of an
expression (in our case, the noun) yields an impos-
sible conceptual representation (e.g. in 1. a rabbit
swimming in the soup) (Wiese and Maling, 2005);
consequently, a more plausible interpretation is re-
trieved by "enriching" the semantic representation
with concepts that are associated to the standard
interpretation of the target expression (enriched
composition; see Jackendoff (1997)). The focus of
this paper is specifically on nominal coercion of
mass and count nouns.

Since it is rare to find nouns that occur exclu-
sively in either mass or count contexts, it makes
more sense to talk about predominantly count and
predominantly mass nouns. Chierchia (2010) de-
scribes the idea of mass-count elasticity, meaning
that any noun can be in principle mass or count,
its status being determined at the level of the nom-
inal phrase. When we say "predominantly" mass
or count noun, therefore, we mean that a noun has
the tendency to occur more frequently in one of the
two context types. On such basis, the count-mass
distinction can be intuitively seen as a continuum,
with the nouns traditionally described in the liter-
ature being closer to one the two extremes (Katz
and Zamparelli, 2012).

In this work, we investigate to what extent mod-
ern Distributional Semantic Models -which are
nowadays the standard for the representation of
lexical meaning in NLP- encode the meaning shifts
caused by mass-count coercion. We run two dif-
ferent experiments, making use respectively of
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static and contextualized word embedding mod-
els to identify the meaning shifts, and we study
some of the potential factors that might influence
the extent to which a noun is shifting.

2 Related Work

Modern NLP widely adopts Distributional Seman-
tic Models (DSMs) for the representation of lexical
meaning, using vectors that are based on the co-
occurrences patterns of words in large text corpora.
Vector representations are usually compared us-
ing the cosine of the angle between them, and the
smaller the angle between two words, the closer
their meanings will be (Turney and Pantel, 2010).

The literature on DSMs has identified three gen-
erations of vector spaces (Lenci et al., 2022). The
first generation is typically referred to as count
models (Baroni et al., 2014), because the spaces
are obtained from the extraction of co-occurrences
between the target words and the linguistic contexts
that are deemed relevant, then the co-occurrences
are weighted via associations measures (Landauer
and Dumais, 1997; Baroni and Lenci, 2010; Bulli-
naria and Levy, 2012).

A second family of models emerged in the early
2010s and became known as word embeddings or
prediction-based models (Mikolov et al., 2013; Bo-
janowski et al., 2017). In such models, the learning
of word vectors is generally framed as a super-
vised task: a neural network is trained to predict
words given other context words, and the vectors
are learned as parameters. Words that tend to co-
occur will have similar vector representations.

However, a common feature of both families is
that they produce static vector representations, in
the sense that each word gets represented as a sin-
gle vector, which makes it difficult to handle cases
of ambiguity and polysemy. The most recent gen-
eration of distributional vectors is said instead to
be contextualized, because word representations
are generated in context on the basis of the activa-
tion states of a neural language model (Peters et al.,
2018; Devlin et al., 2019). One of the advantages of
models like BERT (Devlin et al., 2019) is that they
allow generating a specific word embedding for
each context in which target words occur, making
them an interesting option for modeling contextual
phenomena such as nominal coercion.

Concerning the modeling work on nominal coer-
cion in Distributional Semantics, Katz and Zampar-
elli (2012) were the first, to our knowledge, to use
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DSMs to investigate the phenomenon. They con-
sidered pluralisation as a proxy of count usage, and
built a traditional count model with separate vector
representations for the singular and the plural of
a list of candidate mass and count nouns. Consis-
tently with their initial hypothesis, they found that
the vector similarity between singular and plural is
higher for count nouns than for mass nouns, since
the latter undergo a meaning shift when they are
pluralized (cf. example 2 in Section 1). Hiirlimann
et al. (2014) later analyzed the factors affecting the
similarity scores in the data by Katz and Zamparelli
(2012), reporting that abstract and highly polyse-
mous nouns undergo greater semantic shifts as a
consequence of pluralization.

Both these works are close in spirit to our re-
search: in our first experiment, we will use sev-
eral types of word embedding models to compare
the distances between singular and plural forms
of mass and count nouns; in our second experi-
ment, we will use the contextualized vectors of
BERT to observe how coercion changes the se-
mantic representations of the nouns in mass and
count contexts, which we automatically extract
from the British National Corpus (Leech, 1992).
To our knowledge, this is the first study specifi-
cally on mass-count nominal coercion including
both static and contextualized embedding mod-
els, although other types of coercion have previ-
ously been investigated in the literature on DSMs,
e.g. complement coercion (Zarcone and Pado,
2011; Chersoni et al., 2017; Rambelli et al., 2020;
Chersoni et al., 2021; Ye et al., 2022) or classi-
cal metonymies (CONTAINER-FOR-CONTENT,
PRODUCER FOR PRODUCT etc.) (Pedinotti and
Lenci, 2020).

3 Experiment 1: Comparing the
Singular-Plural Similarity in Static
Embedding Spaces

In our first experiment, we follow Katz and Zampar-
elli (2012) in considering pluralisation as a reliable
proxy of count usage and we compare the distribu-
tional representations of singular and plural forms
of candidate mass and count nouns across the most
popular word embedding spaces in the literature. If
a model is able to detect the coercion meaning shift,
then we expect to see that the average semantic sim-
ilarity between singular and plural forms is lower
for the mass nouns (see example 2 in Section 1).
We use a list of predominantly count and predom-
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Figure 1: Cosine similarity scores for the singular-plural comparison of count and mass nouns in the GloVe-w2

(left) and in the GloVe-w10 model (right).

inantly mass nouns introduced in the same paper,
identified via the selection of syntactic contexts:

* la. candidate mass nouns: information, time,
money, detail, space, fun, attention, info, part,
work, interest, evidence, experience, energy,
power, water, room, recipe, use, opportunity,
effort, emphasis, support, research, trouble;

1b. candidate count nouns: time, year, day,
way, person, place, bit, week, man, opportu-
nity, problem, lot, thing, role, company, basis,
child, look, one, report, month, book, area,
approach, hour.

The vectors of the target nouns and their cor-
responding plural forms are firstly extracted from
different word embedding spaces. Our pool of mod-
els includes the following vector spaces: CBOW
vectors (Mikolov et al., 2013), one model with win-
dow size 2 (CBOW-w2) and one with window size
10 (CBOW-w10); Skip-Gram vectors (Mikolov
etal., 2013), one model with window size 2 (SGNS-
w2) and one with window size 10 (SGNS-w10);
GloVe vectors (Pennington et al., 2014), one model
with window size 2 (GloVe-w2) and one with win-
dow size 10 (GloVe-w10); FastText vectors (Bo-
janowski et al., 2017), one model with window
size 2 (FastText-w2) and one with window size
10 (FastText-w10). Finally, we also include two
variants of the Skip Gram where the contexts are
selected via syntactic dependency with the target
word (Levy and Goldberg, 2014; Lenci et al., 2022),
one with untyped dependencies (SGNS-synf) and
one with typed dependencies (SGNS-synt) (e.g. in
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the first case, given the target dog and the context
big dog, the model will just use the syntactic neigh-
bor big as a context, while the second will also
include the type of syntactic relation linking the
two words, i.e. adjectival modifier). All models
have been trained with default hyperparameters on
a concatenation of the UkWac (Baroni et al., 2009),
of the British National Corpus and of a 2018 dump
of Wikipedia !, and the semantic similarity is esti-
mated via the classical cosine metric.

Model Avg. mass | Avg. count p
CBOW-w2 0.59 0.60
CBOW-w10 0.54 0.56
FastText-w2 0.66 0.68

FastText-w10 0.69 0.74 *
GloVe-w2 0.56 0.71 % % %
GloVe-w10 0.60 0.75 * % *
SGNS-w2 0.64 0.66
SGNS-w10 0.62 0.67 *
SGNS-synf 0.66 0.66
SGNS-synt 0.67 0.65

Table 1: Average of cosine similarity scores between
singular and plural forms for each vector space, and
p-values computed on the scores of mass and count
nouns. Significant differences are reported as follows:
P < 0.05%, p < 0.01 % x, p < 0.001 * *x.

We report the average similarity scores between
singular and plural forms for both mass and count
nouns in Table 1, and we use the Wilcoxon rank
sum test to identify significant differences between
the two groups. While for most models the scores
are very close, 4 of them manage to identify a sig-

'The corpus was POS-tagged and parsed and contains

syntactic annotations in the Universal Dependencies format
(Nivre et al., 2016; De Marneffe et al., 2021).



nificant difference and in all cases the similarity is
lower for the mass nouns. GloVe models are the
ones finding the biggest differences, with the scores
of mass nouns being significantly lower (see the
boxplots in Figure 1). Interestingly, among the em-
bedding models, GloVe is the only one belonging
to the more traditional count-based types, and thus
more similar to the ones used in the studies of Katz
and Zamparelli (2012) and Hiirlimann et al. (2014).
This may suggest that the GloVe training method,
based on global co-occurrence statistics, is a better
fit for capturing fine-grained semantic differences
than the vectors derived from the Word2Vec family,
which are all trained on separate local context win-
dows. Additionally, larger differences are found
by the models with a larger window, suggesting
that semantic shifts are better captured by vector
spaces modeling topic/domain similarity (Turney,
2012). On the other hand, vector spaces model-
ing local contextual co-occurrences fail to find any
difference between mass and count nouns.

4 Experiment 2: Modeling Mass/Count
Coercion with BERT

In our second experiment, we extract sentences in
which our mass and count nouns occur from the
British National Corpus, and we use the patterns
described in Katz and Zamparelli (2012) to divide
them into mass contexts and count contexts, and
then we use the BERT model to compare their con-
textualized representations. Using BERT allows
us to take into account a wider variety of contexts
rather than just using a pair of vectors for the sin-
gular and plural forms. In this case, we expect that
both types of nouns, when they occur in different
context types, will have a lower semantic similarity,
because both of them will be undergoing semantic
shifts (mass to count or count to mass).
The selected patterns are the following:

e 2a. mass: i) singular nouns immediately be
preceded by lots, plenty of, much, more, less,
enough, most, sufficient, considerable, bound-
less, ample, or limited that are not preceded
by a(n); i1) singular nouns directly following
a verb;

2b. count: i) singular nouns immediately be
preceded by a, an, one, every, first, each, an-
other; ii) plural nouns.

In both contexts, the nouns are excluded if fol-
lowed by another noun, adjective, or participle to
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avoid selecting noun-noun compounds. In mass
contexts, we also exclude the cases where the tar-
get nouns directly follow a participle to prevent
misclassification of the participle noun phrases, e.g.
the baked cake. To increase the reliability of the
sentences for the experiment, we manually filter the
sentences containing cases of idiomatic usages, e.g.
day by day. As aresult, we extract a total of 614512
sentences. Only the candidate mass or count nouns
occurring at least 20 times in both mass and count
contexts are considered. Generally, count nouns
have a higher average frequency in both contexts,
and both count and mass nouns have a higher av-
erage frequency in count contexts. The frequency
of count nouns in count context ranges from 49218
(time) to 6148 (role), with a mean of 27787.47,
while the frequency in mass context ranges from
8211(time) to 20 (role), with a mean of 1245.53.
For mass nouns, the width of frequency in mass
context is from 9259 (part) to 45 (recipe) and the
average frequency is 2110.43, whereas the mass
nouns in count contexts have an average frequency
of 6414.19, a maximum of 49598 (time) and a min-
imum of 34 (information). Notice that nouns can,
in principle, occur both as count and as mass nouns,
and their frequencies are computed separately as
they have been extracted with different patterns.
Among the target nouns, time and opportunity ap-
pear as both candidate count noun and candidate
mass noun. Although the nouns may be argued as
ambiguous, the syntactic patterns used to extract
them are unambiguous and can correctly reflect
their usage in the count contexts and mass contexts.
2 Therefore, they could still be included to compare
the meaning shift a noun undergoes in the transition
from the ’standard’ context to coerced context.

Noun | Context | Avg. freq | Avg. freq | Min. freq
Count Count 27787.47 49218 6148
Count Mass 1245.53 8211 20
Mass Mass 211043 9259 45
Mass Count 6414.49 48598 34

Table 2: Statistics for the context extraction from the
British National Corpus: average, max and min fre-
quency for each noun-context type.

Then we use the BERT-BASE-UNCASED model
and the MINICONS Python library (Misra, 2022) 3
to generate semantic representations of the target

“We thank the first anonymous reviewer for pointing out
this issue.

‘https://github.com/kanishkamisra/
minicons
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nouns in context: the idea is to measure the simi-
larity scores of each (mass or count) noun to itself
for randomly sampled sentences. We carry out the
sampling either i) by selecting context pairs where
the target noun occurs in both cases in its mass,
or in its count contexts (within the same context
type, which could be either count or mass); or ii)
by selecting context pairs where the target noun
occurs once in a mass context and once in a count
context (between context types).

This means that each noun type will have its
occurrences sampled in three different ways:

1. all context pairs sampled from its own type
(mass nouns in mass contexts, count nouns in
count contexts);

all context pairs sampled from the other type
(mass nouns in count contexts, count nouns in
mass contexts);

. the context pair composed by one mass con-
text and one count context.

The similarity comparison between 1) and 3) is the
most relevant one for our study: we expect that
similarities in 3) to be much lower than in 1), to
an extent proportional to the meaning shift that the
noun is undergoing. For each noun, we repeat the
sampling 10 times from each group, and for each
time we randomly extract 10 different context pairs
to generate the vectors.

Notice that, differently from a big part of the
literature, we use Spearman’s rank correlation and
not the cosine as a similarity metric for BERT
vectors. Our choice is motivated by recent find-
ings about the anisotropy of contextualized vector
spaces, where a small number of 'rogue’ dimen-
sions dominate the cosine similarity scores (Etha-
yarajh, 2019; Timkey and van Schijndel, 2021).
Timkey and van Schijndel (2021) showed that us-
ing postprocessing techniques like normalization
or rank-based metrics such as Spearman’s rank led
to much better correlations with human similar-
ity judgments. Moreover, rank-based metrics have
been previously proven to be more robust than co-
sine in several similarity-related tasks (Santus et al.,
2016a,b, 2017, 2018; Zhelezniak et al., 2019).

The results of Spearman’s rank correlation exper-
iment are reported in Table 3. The average correla-
tion of context pairs where the target noun occurs in
its typical kind of context (i.e. count nouns in count
contexts, mass nouns in the mass ones) reflects
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Noun | Context | Avg. corr
Count Count 0.455
Count Mass 0.466
Count Both 0.360
Mass Mass 0.550
Mass Count 0.476
Mass Both 0.391

Table 3: Average Spearman’s rank correlation scores
for each noun type under the six different sampling
conditions.

how semantically similar the target noun is to itself
when used in the ’standard’ meaning, while the
average correlation across different context types
reflects the similarity between the standard and
the coerced meaning. Therefore, the difference
between the two correlations should quantify the
meaning shift of the target noun when nominal
coercion is imposed on the standard interpretation.

Let us illustrate the statement with an example
for the predominantly count noun problem and an
example for the predominantly mass noun water,
respectively.

sl. more, i believe, than would be acceptable to people, so
that nuclear power in itself will never be the solution to
our energy problems. (count context)

s2. not surprisingly these devices are distributed with lit-

tle or no instruction on correct use — thus increasing
women’s health problems. (count context)

s3. current models seem to be auto-sensing, so there

shouldn’t be much problem. (mass context)

The noun problems in s1 and s2 refer in both
cases to a specific issue that needs to be resolved,
while problem in s3 seems to be more generic and
more similar to trouble. Accordingly, the correla-
tion of s1 and s2 is 0.55, and the correlation of s1
and s3 is 0.33. The correlation difference between
the s1-s2 pair and the s1-s3 pair should reflect the
meaning shift that problem undergoes, changing
from its standard "count" meaning to its coerced
interpretation in a mass context.

s4. you can drink water freely during the course of the diet.
(mass context)

s5. in the year to august 1992, the works used 22 per cent
less water, 18 per cent less nitrogen, 11 per cent less
steam and nine per cent less electricity. (mass context)
s6. to the east of Venice lies Lido di Jesolo and Caorle, with
miles of golden sand lapped by the warm waters of the

Adriatic. (count context)

The noun water in s4 and s5 is used in mass con-
texts and it has the standard meaning of i) water as
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a liquid that can be drunk (s4); and ii) the amount
of water usage in a hydraulic system (s5). On the
other hand, in the last context (s6) waters is rather
referring to a specific geographical/territorial unit.
The correlation of the s4-s5 pair is 0.59, while the
correlation of the s4-s6 pair is 0.41, and the correla-
tion difference between the two pairs should reflect
the meaning shift from mass to count usage.

It is immediately evident from Table that 3 count
nouns generally have a lower average Spearman
correlation score than mass nouns in either count or
mass contexts, suggesting that the cluster of count
nouns is less compact and their meanings are more
varied and scattered across the semantic space. It
should be noticed that many of the count nouns
are highly frequent (e.g. child, thing, way, man,
one, place, time, day all have more than 10K oc-
currences, more than any mass noun in our data),
therefore they might display much more contextual
variation in their usage, which could explain the
relatively low similarity value. Indeed, the sim-
ilarity of the count nouns when the contexts are
sampled from the count or the mass groups does
not differ significantly, with the latter being even
slightly higher.

For both count and mass nouns, as we expected,
we observe a lower similarity when the contexts
are sampled from both groups (see also Figure 2):
the average difference with the sampling within
the same group is, respectively, of 0.1 and 0.16
correlation points, confirming the finding that mass
nouns typically undergo a greater meaning shift
(Hiirlimann et al., 2014) even when patterns beyond
pluralization are taken into account.
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It is also noticeable that mass nouns have a rel-
atively high similarity when they are sampled in
count contexts, which could be explained by the
fact that many of these nouns have systematic sec-
ondary meanings that are more compatible with
a count usage (nouns denoting drinkable liquids
are typically undergoing a shift from the liquid to
the container, e.g. beers — pints of beer, or from
the liquid to the variety, e.g. wines — varieties of
wine). In sum, the results of our experiment pro-
vide further support to the view that the mass/count
distinction should be seen as a continuum, and that
the syntactic context is the strongest cue to the type
of denotation (Chierchia, 2010). Moreover, even
with more varied mass and count contexts than the
ones used in previous studies (Katz and Zampar-
elli, 2012; Hiirlimann et al., 2014), we also find
that coercion makes mass nouns undergo a greater
semantic shift than count nouns.

We also analyze some of the factors mentioned
as relevant by Hiirlimann et al. (2014) to predict the
meaning shift of the nouns: frequency, polysemy,
and concreteness. For polysemy, we simply use the
WordNet synsets (Fellbaum, 2010) of a noun as an
indicator of the number of word senses, while for
concreteness we use the values from the English
norms by Brysbaert et al. (2014).

Unfortunately, we do not find any significant
correlation between the average differences in
the Spearman correlations that we computed with
BERT and the above-mentioned factors, probably
because of the small size of our set of nouns. Table
4 presents the statistics for the top-5 most shift-
ing count and mass nouns (i.e. the nouns with the



Noun Freq. WordNet Concreteness
Synsets

company | 18792 9 4.11
child 43018 4 4.78
thing 47655 12 3.17
way 29644 12 2.34
area 26273 6 3.72
information | 3199 5 2.87
attention 2323 6 2.30
trouble 1051 6 2.25
support 308 11 2.83
money 4947 3 4.54

Table 4: Frequency, synsets and concreteness for the top-5 most shifting count (bold) and mass (ifalic) nouns.

highest average correlation difference). Despite
the lack of significance of the correlation scores,
it can still be noticed that: i) regarding polysemy,
the most shifting nouns tend to have a relatively
high number of word senses; ii) as for concreteness,
the most shifting count nouns have relatively high
values, while the most shifting mass nouns tend to
denote more abstract entities. More studies with a
larger set of predominantly mass and count nouns
are needed to confirm the finding.

4.1 A Final Note about Polysemy

With reference to our rabbit meat example (see
Section 1) and as a general methodological consid-
eration, Reviewer 2 points out that the, given the
polysemy of the word rabbit, which is also attested
in dictionaries, this example cannot be considered
as a case of coercion, but it just corresponds to a dif-
ferent word sense. As a consequence, the polysemy
of the target nouns should be identified in advance,
because otherwise we risk to confuse coercion with
occurrences of different word senses.

Since we are adopting the perspective of distri-
butional approaches, in our view the main issue
is whether linguistic distributions are determined
by the inventory of senses of a word, or they are
determining what we conceive as their inventory
of senses, in accordance to the so-called strong
versions of the Distributional Hypothesis (Miller
and Charles, 1991; Lenci, 2008). In cases such
the above-mentioned one, coercion itself might
be responsible the emergence of new meanings
and senses. Keeping the rabbit meat example, one
could imagine that, following the same pattern, the
speakers of a language at some point could start us-
ing the name for its meat in similar mass contexts,
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and that would undoubtedly qualify as a case of
coercion because the coerced meaning will be an
innovation, and thus it would not be attested in any
dictionary. Only when the usage of the name of
the animal for its meat will have become frequent
enough to be conventional, then dictionaries will
start including it as a secondary sense.

This does not detract from the validity of the
reviewer’s objection. But we would like to clar-
ify that, in our approach, we consider the word
senses annotated in dictionaries and lexicographic
resources as possibly consequential to shifts in lin-
guistic distributions, and not the other way around.

5 Conclusion

In this paper, we have presented two experiments
on modeling nominal coercion of mass and count
nouns with two different typologies of Distribu-
tional Semantic Models. In the first experiment,
we compared the vector representations of singular
and plural mass/count nouns across several popular
word embedding models. Perhaps surprisingly, we
found that i) the count-based GloVe models and ii)
the Word2Vec-like models with larger contextual
windows were the most successful in identifying
significant differences between singular and plu-
ral representations of mass nouns, whose mean-
ings shifted more when they were pluralized, while
the most of the other models did not detect any
shift. We hypothesized, therefore, that such seman-
tic shifts are better captured by semantic spaces
that focus on modeling similarities of topic/domain,
rather than similarity of co-occurrence in the same
local contexts.

In the second experiment, we compared the
vectors generated by BERT in different context



types. We found that the self-similarity of the
nouns sharply decreased when contexts of different
types were sampled to generate the contextualized
representations and that the shifts of predominantly
mass nouns were more pronounced. Our qualitative
analyses suggested that factors such as polysemy
and concreteness of the nouns might play a role in
predicting semantic shifts, although more studies
with a larger set of nouns are necessary.

Another promising direction for future research
would be using DSMs to model the effects of
nominal coercion in human sentence processing,
since psycholinguistic studies proved that, in sev-
eral languages (e.g. English, German, Mandarin
Chinese), coerced nouns lead to increased read-
ing times and longer eye fixations (McElree et al.,
2001; Traxler et al., 2002; Pylkkanen and McElree,
2006; Zarcone et al., 2017; Xue et al., 2021). In this
sense, integrating DSMs-derived similarity metrics
in the current computational models could lead to
better estimation of reading difficulties induced by
coercion operations.
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