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Abstract

Object Naming is an important task within the
field of Language and Vision that consists of
generating a correct and appropriate name for
an object given an image. The ManyNames
dataset uses real-world human annotated im-
ages with multiple labels, instead of just one.
In this work, we describe the adaptation of this
dataset (originally in English) to Catalan, by
(1) machine-translating the English labels and
(ii) collecting human annotations for a subset
of the original corpus and comparing both re-
sources. Analyses reveal divergences in the lex-
ical variation of the two sets showing potential
problems of directly translated resources, par-
ticularly when there is no resource to a proper
context, which in this case is conveyed by the
image. The analysis also points to the impact
of cultural factors in the naming task, which
should be accounted for in future cross-lingual
naming tasks.

1 Introduction

Most NLP resources are only available for a small
percentage of languages (Joshi et al., 2020), be-
ing the rest of the languages spoken in the world
left behind. This affects also Catalan, which can
be considered a moderately under-resourced lan-
guage (Armengol-Estapé et al., 2021). In the Lan-
guage and Vision area, although significantly large
datasets of annotated images have been created for
a variety of tasks for English, to date no resources
of this kind exist for Catalan. In this work we
present CAT ManyNames', the Catalan version of
the ManyNames dataset, which is the first available
resource for the task of Object Naming in Catalan.
The dataset has been translated from the English
version and its test set has been human annotated
to assess the quality of the translation. We also pro-
vide analyses of the sources of variation between

!Available at https://huggingface.co/datasets/projecte-
aina/cat_manynames
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the human annotated dataset and its translated coun-
terpart.

2 Background

2.1 Object Naming: an Interdisciplinary Task

Naming an object accounts for picking out a nom-
inal to refer to it (Silberer et al., 2020a), and is a
linguistic phenomenon that can show lexical vari-
ation. On the one hand, objects can belong to dif-
ferent semantic categories at the same time (i.e.,
a baby boy belongs to the categories PERSON,
CHILD, BOY, HUMAN, etc.), which, according
to Brown (Brown, 1958) could all be valid alter-
natives for naming that object. On the other hand,
the three different levels within semantic catego-
rization? identified by Rosch et al. (Rosch et al.,
1976) can all be valid alternatives for naming the
same object as well. Although the basic-level cate-
gories are considered to be the most natural terms
for speakers when referring to objects (Hajibayova,
2013; Jolicoeur et al., 1984; Rosch et al., 1976),
these are not universal categories since they are re-
stricted by perceptive, cognitive and environmental
factors that can result in lexical variation (Berlin,
2014; Graf et al., 2016; Malt, 1995; Wierzbicka,
1996).

While the task of Object Naming has been stud-
ied in both Language and Vision and Psycholin-
guistics, and it is related to Object Recognition
tasks in Computer Vision, each field has a different
approach to the task:

Within the field of Language and Vision, datasets
typically collect free and natural referential utter-
ances® produced by annotators for a given real-
world image. Some relevant datasets are RefCOCO

’The superordinate level (i.e., animal), the basic level (i.e.,
dog), and the subordinate level (i.e., Chihuahua)

3In semantics, a referring expression is a piece of language
(typically a noun phrase) used with a particular referent in
mind that refers to something or someone, or a clearly delim-
ited collection of things or people (Hurford et al., 2007).
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(and its newer variant RefCOCO+) (Yu et al., 2016),
Flickr30k Entities (Plummer et al., 2015), and Vi-
sualGenome (Krishna et al., 2017). Although nam-
ing occurs within those datasets, it is not normally
marked up and linked to its corresponding image
regions.

The task of picture naming constitutes an impor-
tant experimental paradigm on research in Cogni-
tive Science and Psycholinguistics, and has been
traditionally used to assess language impairments
and difficulties recalling general knowledge from
semantic memory (Snodgrass and Vanderwart,
1980). Subjects reach a high agreement in this task,
but it must be taken into account that participants
are normally shown line drawing pictures that de-
pict a prototypical category rather than real-world
images that show objects in a context.

In Computer Vision, the task of Object Recogni-
tion identifies and classifies objects into several dif-
ferent categories (Russakovsky et al., 2015). Never-
theless, current recognition benchmarks use labels
and images from ImageNet (Deng et al., 2009) that
assume a single ground-truth label, ignoring lin-
guistic variation.

As we can see, the task of Object Naming is ad-
dressed differently in Cognitive Science, Language
and Vision and Computer Vision, but it would
highly benefit from bringing together the partic-
ularities of each field so as to generate and provide
quality resources.

2.2 'The ManyNames Dataset

The ManyNames dataset (Silberer et al., 2020a)
provides up to 36 crowd-sourced names for 25K
object instances extracted from VisualGenome (Kr-
ishna et al., 2017). Unlike other Language and
Vision datasets, it focuses on Object Naming rather
than collecting complete utterances. Data collec-
tion was inspired by the picture naming norms de-
veloped in Psycholinguistics (Snodgrass and Van-
derwart, 1980) but using real-world images of ob-
jects in a visual context, making it suitable for anal-
ysis and modeling of object naming, as well as for
research in Language and Vision.

Images were selected from seven domains* (AN-
IMALS_PLANTS, BUILDINGS, CLOTHING,
FOOD, HOME, PEOPLE, VEHICLES) by defin-
ing 52 synsets from VisualGenome in order to col-
lect instances from different taxonomic levels. In-

4 All domains are based on McRae’s feature norms (McRae

et al., 2005) except PEOPLE, which was considered to be
salient due to its prominence for humans.
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stances were sampled depending on the size of the
number of names obtained per synset in order to
balance the collection. The annotations were col-
lected by setting a crowdsourcing elicitation task on
Amazon Mechanical Turk (AMT). The procedure
required several annotation rounds, in which prob-
lematic cases such as unclear bounding boxes or
occluded objects were discarded. Because of noise
in the data, a second version of ManyNames (MN
v2) was released (Silberer et al., 2020b), which
is a verified dataset that contains consistent re-
sponse sets with adequate responses that refer to
the same object only. The resulting dataset con-
tained substantial variation (2.2 names per object
on average in MN v2). ANIMALS_PLANTS ob-
tained the highest agreement, whereas PEOPLE
reached a particularly low agreement. The analy-
sis performed on the Bottom-Up model (Anderson
et al., 2018) using the ManyNames dataset (Sil-
berer et al., 2020b) showed that single-label data
underestimated model effectiveness against multi-
label data, obtaining a lower accuracy. This demon-
strates that, compared to single-label resources for
Object Naming, the ManyNames dataset provides
a more accurate picture of human naming prefer-
ences by taking into account linguistic variation.

3 A New Dataset for Object Naming in
Catalan

The main motivations for using the ManyNames
dataset as source data are (i) its consideration of
linguistic variation in Object Naming, which is
widely ignored up to now in Computer Vision, and
(i1) the better accuracy that has shown to perform
against single-label datasets in Language and Vi-
sion modelling. In order to obtain a Catalan ver-
sion of ManyNames, we decided to automatically
translate all the annotations in the original English
dataset to Catalan using a state-of-the-art Machine
Translation (MT) tool. To assess the quality of the
resulting resource, we collected real human anno-
tations for a subset of the dataset, consisting of
around 1K images. Although the size of the man-
ually annotated subset may seem small, it can be
considered standard for a test set with the purpose
of evaluating the quality of automatic annotations.
Table 1 shows an overview of the columns con-
tained in the CAT ManyNames dataset.



Column Type Description
responses dict  Correct responses and their counts
fopname str The most frequent name of the object
domain str The ManyNames domain of the object
incorrect® dict  Incorrect responses and their counts
singletons® dict  All responses which were given only once
total_responses int Sum count of correct responses
split str Use of the images in training, test and validation
vg_object_id int The VisualGenome id of the object
vg_image_id int The VisualGenome id of the image
topname_agreement’  int Top name responses divided by total responses
jaccard_similarity® int Jaccard similarity index of the responses column
raw_responses9 dict Uncorrected responses in the human annotated test set

Table 1: Description of the columns in the CAT ManyNames

3.1 Translated Annotations

Two different neural MT systems were considered
before carrying out the translation of the Many-
Names dataset: SoftCatala and Google Translate.

Softcatala is an open-source initiative '° that,
among other free NLP tools, offers automatic
translation services between Catalan and several
languages based on neural network technology
(Mas, 2021). The popular Google Translate en-
gine, which provides translation services between
more than 100 language pairs (Caswell and Liang,
2020), was also considered.

Given the lack of linguistic context in the annota-
tions to be translated (which were, in most cases, a
single word), sense disambiguation was a major lin-
guistic issue that needed to be solved before carry-
ing out the automatic translation. Since no current
MT system is yet able to take advantage of images
as context ', ad-hoc linguistic contexts were auto-
matically inserted in each input string in order to
compensate for this. The linguistic patterns were
added using regular expressions depending on the
domain. For example, in the domain HOME, the
following pattern was used: "I bought a/an [word]
for my home." .

Once the linguistic contexts were added, the re-
sulting sentences from the training split of the data
were translated with both SoftCatala and Google
translate. In order to evaluate which system per-
formed a better translation, a random sample of
500 sentences out of the total translated sentences

'OVisit the following link for further information:
https://github.com/Softcatala/nmt-softcatala

!"Please note that in order to carry out the automatic trans-
lation, images were not considered
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was collected and its quality was manually eval-
uated. 403 sentences out of 500 had an identical
translation in both systems, but in 74 cases Google
Translate got a more accurate translation than Soft-
Catala (which only surpassed Google Translate in
23 examples), probably due to having been trained
with larger amounts of data. As a result, Google
Translate was considered as a better option for per-
forming the automatic translation of the dataset.
The linguistic patterns added in order to disam-
biguate were removed after the translation of the
whole dataset, and repeated words, as well as their
counts, were merged.

3.2 Manual Annotation of the Test Set

In order to gather as many manual annotations as
possible for the test set, an annotation campaign
was launched for a subset of 1,072 images. For
this, we used 22 different Google Forms!?, each
containing 50 images!'3. Participants were asked
to fill one of the Google forms (picked at random)
and name the object, animal or person inside the
bounding box with the first name that came to their
mind. Demographic information about participants
was collected during the survey, such as age, gen-
der and region of origin. Statistics show that they
were quite balanced in terms of age and gender,
but in terms of geographical variation, the Central
Catalan dialect was largely over-represented. At
the end of the campaign, a total of 220 native Cata-
lan speakers had participated, gathering a total of
10,072 annotations, corresponding to 10 annota-

"2 Among the main reasons to use Google forms are its
simplicity of use and the possibility to fill in surveys from a
mobile device.

3Except the last one, which contained 22 images.



tions per image'?.

Post-processing steps for the human annotations
included spellchecking the responses. After this
step, possible erroneous responses were filtered out
by comparing the corrected responses to the incor-
rect translated column of the ManyNames dataset
and were also manually revised. In the process,
possible offensive and/or inadequate content were
also eliminated. Counts were added once the filter-
ing process was finished. The resulting manually
annotated subset has been published with an open

license .

4 Analysis and Discussion

The purpose of the analysis was, on the one hand, to
assess the quality of the automatic translation in the
subset that had been human annotated by compar-
ing both the translation and the human annotations,
and on the other, to explore possible differences
in lexical choices based on cultural biases. To this
end, the accuracy of the top name, the degree of
variation per image, the average number of differ-
ent responses per image and the agreement on the
top name were computed for both test sets.

The most immediate measure to evaluate the
quality of the translated test set was to compute the
accuracy of the translation of the most frequent re-
sponse per image (aka the top name) by comparing
it with the corresponding top name in the human
annotated set. This accuracy only reached 67,91%,
which is a clear indication of how different both
resources are.

Another interesting metric to be computed was
the degree of lexical variation in the two sets. De-
spite the difference in the number of annotations
(36 for the translated vs 10 for the human anno-
tated), the average number of types in the translated
test set was 2.1 responses per image, whereas in
the human annotated test set, it was 3.1'%, showing
greater lexical variation in the human annotated
test set. To account for this clear divergence, we
could hypothesize that often two different names
get conflated into one in the translation process.
However, the ratio of the translated dataset (2.1) is

!“Time constraints prevented us from gathering more anno-
tations per image, but for the purposes of the present exercise,
10 annotations looks like an acceptable number

15 Available at https://huggingface.co/datasets/projecte-
aina/cat_manynames

16 As for the types by domain, the human annotated test set
has more types in all domains except in FOOD and CLOTH-
ING, where both test sets have the same number of types.
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very close to the 2.2 names per object on average
in the original ManyNames dataset.

A related metric that was also applied is agree-
ment on the top name per image, which is com-
puted by dividing the number of responses for the
top name by the number of total responses. Since
more variation is observed in the human annotated
set, we expect a higher agreement in the translated
set. Indeed, the median is higher in the translated
data (0.93) than in the human annotated data (0.7).

A qualitative analysis was performed by sorting
both test sets by domain and top name and man-
ually inspecting them to spot divergent cases of
translation between English and Catalan. Several
findings account for the observed richer lexical vari-
ation in Catalan: it was found that Catalan speakers
tended to choose a subordinate name (portaveu,
esportista, tennista, etc.) rather than a taxonomic
name (dona, noi, noia, etc.) in the PEOPLE do-
main, the exception being images that involved
specific terminology of an activity or a sport not
specific to the Catalan culture, i.e. baseball or skate-
boarding. In those cases, Catalan speakers tended
to choose the basic level (jugador, noi) rather than
the subordinate level (batedor, patinador). Certain
domains, such as CLOTHING showed Catalan to
be more specific than English (which had repercus-
sions in the translation). For example, jacket can
be translated as americana or jaqueta, depending
on the formality of the event. In addition, Catalan
speakers may opt for the use of a diminutive (trenet
vs tren), but this is a lexical option that English
speakers do not have.

Our analyses show major divergences between
the automatically translated dataset and the man-
ually annotated subset, both in terms of degree of
internal lexical variation and accuracy of the trans-
lated top names. Manual inspection of the results
further confirms that these divergences can be at-
tributed to linguistic and even cultural differences.
Automatic translation of language resources from
well-resourced languages to less-resourced ones is
a common practice in NLP and related fields. Our
results show that linguistic and cultural differences
may affect the quality of automatically translated
resources, such as the one presented here.

5 Conclusions

In this paper, we have presented a new dataset for
the task of Object Naming in Catalan, namely CAT
ManyNames. The new resource is the result of



the machine translation of the English ManyNames
dataset, with some pre- and post-processing steps.
It also includes a subset of 1,072 images which has
been entirely human annotated with 10 annotations
per image. The comparison between the translated
and the human annotated subsets reveals cultural-
based divergences in lexical choices that can affect
the quality of the machine-translated resource. Our
results shows potential weaknesses in resources
built up by translating annotations, particularly in
the Language and Vision field, where context is
provided by the image and thus is not available to
the machine translation system. Since current liter-
ature on Object Naming within the Language and
Vision field is scarce, these findings could serve as
a starting point for research on cross-lingual Object
Naming, and on the impact of automatic translation
in the annotatation of multilingual resources.
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