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Abstract
We present the use of count-based and predictive language models for exploring language use in the German Reference Corpus
DeReKo. For collocation analysis along the syntagmatic axis we employ traditional association measures based on co-occurrence
counts as well as predictive association measures derived from the output weights of skipgram word embeddings. For inspecting
the semantic neighbourhood of words along the paradigmatic axis we visualize the high dimensional word embeddings in two
dimensions using t-stochastic neighbourhood embeddings. Together, these visualizations provide a complementary, explorative
approach to analysing very large corpora in addition to corpus querying. Moreover, we discuss count-based and predictive
models w.r.t. scalability and maintainability in very large corpora.
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1. Introduction
Distributional semantics is concerned with analysing
language use based on the distributional properties of
words derived from large corpora. In this paper we
describe DeReKoVecs1 (Fankhauser and Kupietz, 2017),
a visualization of distributional word properties derived
from the German Reference Corpus DeReKo2 (Kupietz
et al., 2010) comprising more than 53 billion tokens of
written contemporary German.
DeReKoVecs represents the syntagmatic context of
words in a window of five words to the left and to the
right 𝑤−5 … 𝑤−1 𝑤 𝑤1 … 𝑤5 as vectors. These vectors
are either count-based or predictive.
The count-based models are computed by various asso-
ciation measures based on (co-occurrence) frequencies
in the corpus; for an overview see e.g. Evert (2008).
The predictive models are trained using structured skip-
grams (Ling et al., 2015), an extension of word2vec
(Mikolov et al., 2013) that represents the individual pos-
itions in the syntagmatic context of a word separately,
rather than lumping them together into a bag of words.
Figures 1 and 2 compare count-based and predictive
models for a word 𝑤 in its left/right syntagmatic context
with collocates 𝑤−2 𝑤−1 _ 𝑤1 𝑤2.
The count-based model represents each pair 𝑤𝑖 𝑤 indi-
vidually by some association measure 𝑜𝑖. With a vocab-
ulary size of 𝑣 (the number of different words, aka types)
this leads to a very high dimensional model with order
𝑂(𝑣2) parameters, where each word is represented by a
sparse vector of size 4 ∗ 𝑣.
In contrast, the predictive model introduces a hidden
layer ℎ of size 𝑑. 𝑑 is typically in the range of 50 to
300 and thus much smaller than 𝑣, which in the case of
DeReKo ranges in the millions. Each word can thereby
be represented by a much smaller vector of size 𝑑, also

1http://corpora.ids-mannheim.de/openlab/
derekovecs

2https://www1.ids-mannheim.de/kl/projekte/
korpora/

Figure 1: Count-based Model

Figure 2: Predictive Model

called its word embedding. Importantly, estimates of
the association strength between 𝑤 and its left and right
collocates can still be gained via its output activations3.
Both models support the analysis of word use along the
paradigmatic and the syntagmatic axis. Paradigmatic-
ally related words, such as synonyms or (co-)hyponyms,
which occur in similar syntagmatic contexts, can be
identified by determining the similarity (usually cosine
similarity) between their vectors, which are, by construc-

3More specifically, the output activations approximate
the shifted pointwise mutual information. 𝑆𝑃𝑀𝐼(𝑤, 𝑤𝑖) =
𝑙𝑜𝑔( 𝑝(𝑤,𝑤𝑖)

𝑝(𝑤)𝑝(𝑤𝑖)
)−𝑙𝑜𝑔(𝑘), with 𝑘 the number of negative samples

used during training (see Levy and Goldberg 2014). Point-
wise mutual information is one of the count-based collocation
measures in DeReKoVecs.

http://corpora.ids-mannheim.de/openlab/derekovecs
http://corpora.ids-mannheim.de/openlab/derekovecs
https://www1.ids-mannheim.de/kl/projekte/korpora/
https://www1.ids-mannheim.de/kl/projekte/korpora/
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Kuh German English
Count Kalles heilige blö-

de Blinde Bunte
lila Rosmarie dum-
me Yvonne Eis

Kalle’s holy silly
blind colorful
purple Rosemary
stupid Yvonne ice

Pred ausgebüxte ge-
schlachtete ent-
laufene geklonte
trächtige geschlach-
teten weidende
verwesende Kalles
tote

escaped slaughtered
runaway cloned
pregnant
slaughtered grazing
decaying Kalle’s
dead

Table 1: Count-based and predictive collocates for ‘Kuh’
(‘cow’)

tion, a representation of their syntagmatic contexts. Syn-
tagmatically related words, which occur close to each
other more often than expected, are represented by their
count-based or computed association strength.
Count-based models and predictive models complement
each other. Count-based models excel at representing all
actually occurring, possibly polysemous usages, but they
just memorize and do not generalize to other possible
usages. In particular, they can fail to adequately rep-
resent low frequency words and collocations for which
there simply do not exist enough examples. Predictive
models generalize by means of dimensionality reduction
in the hidden layer and thus can also predict unseen but
meaningful usages, but they typically only represent the
dominant, usually literal usage 4.
In the following we illustrate the interplay between count-
based and predictive models along the syntagmatic and
the paradigmatic axis by way of example.

2. Syntagmatic Analysis
Tables 1, 2 and 3 exemplify the interplay between count-
based and predictive collocations5.
Among the top 10 count-based collocates of ‘Kuh’ (cow),
there are 6 collocates (in bold) stemming from idiomatic
use, for example, ‘die Kuh vom Eis kriegen’ literally
for ‘getting the cow from the ice’ meaning ‘working
out a situation’. In contrast, the predictive collocates
all pertain to the literal meaning of cow as a (domestic)
animal; e.g., ‘Eis’ does not occur among the top 400
predictive collocates.

4This focus on the dominant usage may be one of the main
reasons for the relative success of predictive models as opposed
to count-based models for lexical semantics tasks observed in
(Baroni et al., 2014), as these tasks tend to focus on dominant
semantics.

5We employ a variety of measures for the association
strength between collocates. Here we only use the default
measures: LogDice for count-based and the sum of output
weights for the given word 𝑤 normalized by the total weights
for all words 𝑤𝑖. Both are restricted to those words 𝑤𝑖 which
maximize the measure.

Versuch German English
Count unternommen ge-

scheitert Beim
zweiten geschei-
terten wert dritten
gestartet unterneh-
men scheiterte

made failed in
second failed
worth third star-
ted make failed

Pred untauglicher ver-
geblicher miss-
glückter unternom-
mene krampfhaf-
ten fehlgeschlage-
ner (…)

unsuitable futile
failed made con-
vulsive failed
failed desperate
unsuitable desper-
ate

Table 2: Count-based and predictive collocates for ‘Ver-
such’ (‘attempt’)

Absatz German English
Count reißenden Para-

graf Paragraph fan-
den Berichtigung
Satz Zeile Reißen-
den Grundgesetzes
Aktualisierung

soaring paragraph
found correction
sentence line soar-
ing constitution
update

Pred reißenden reissen-
den rückläufigem
Unsinniger Sin-
kender bequellt
stagnierendem un-
belegten reißend
sinkendem

soaring declin-
ing meaning-
less decreasing
quoted/sourced
stagnant unsub-
stantiated soaring
decreasing

Table 3: Count-based and predictive collocates for ‘Ab-
satz’ (‘paragraph’ vs. ‘sales’)

The count-based and predictive collocates of ‘Versuch’
(‘attempt’), on the other hand, show no such difference.
Both refer to the literal meaning of ‘Versuch’. However,
also here we can observe a bias of the predictive colloc-
ates towards a dominant usage as in ‘failed attempts’.

Finally, the count-based and predictive collocates of ‘Ab-
satz’ in Table 3 both comprise two usages/meanings:
‘paragraph’ and ‘sales’ (in bold). However, in partic-
ular the top count-based collocates for ‘Absatz’ as in
‘sales’ stem all from the fixed phrase ‘reißenden Absatz
finden’ (literally: ‘find soaring sales’, roughly: ‘sell like
hotcakes’), whereas the predictive collocates cover a
broader range of usages.

In summary, count-based collocates tend to come from
fixed, possibly idiomatic phrases, whereas predictive
collocates generalize to a broader range of words per-
taining to a dominant meaning. An application of this
discrepancy to detecting German idioms is described in
Amin et al. (2021a; 2021b).
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Figure 3: Paradigmatic neighbourhood of ‘Kuh’

3. Paradigmatic Analysis
Looking at the paradigmatic axis for words with a sim-
ilar usage context corroborates the syntagmatic analysis.
Currently, we only provide for paradigmatic analysis on
the basis of the predictive models but not based count-
based models. For visualization we use t-stochastic
neighbour embedding (t-sne, Van der Maaten and Hin-
ton (2008)). T-sne maps the cosine distance between the
high (200) dimensional word representations to two di-
mensions, such that small, local distances are preserved
well, whereas global distances are not6.
Figure 3 depicts the paradigmatic neighbourhood of
‘Kuh’ (‘cow’). We can observe two main clusters, both
referring to the literal meaning7. The top left cluster
comprises wild animals, largely but not exclusively mam-
mals, and the bottom right cluster comprises farm anim-
als. The idiomatic use of ‘Kuh’ is not reflected8.
The paradigmatic neighbourhood of ‘Versuch’ (‘attempt’,
Figure 4) can be roughly divided into three clusters. ‘Ver-
such’ as a mental process (top left), ‘Versuch’ as a trick
(top right), and as an action, usually expressed via a
composite word (bottom).
Both ‘Kuh’ and ‘Versuch’ arguably only depict one broad
meaning clustered into fine but nonetheless meaningful
nuances. In contrast, the paradigmatic neighbourhood
of ‘Absatz’ shown in Figure 5 gets clearly separated
into ‘paragraph’ (left) and ‘sales’ (right). These two
individual broad clusters can again be divided into fine
grained subclusters (e.g. ‘article’, ‘sentence’, ‘section’
for ‘paragraph’), but the big divide between ‘paragraph’
and ‘sales’ along the syntagmatic axis for both, the count-

6Our visualization also provides for self organizing maps
(SOM) (Kohonen, 1982), which position paradigmatic neigh-
bourhoods on a grid of 6x6 squares.

7The ellipses are manually superimposed for the purpose
of illustration.

8Incidently it is also not reflected in the count-based
paradigmatic neighbourhood, not shown here.

Figure 4: Paradigmatic neighbourhood of ‘Versuch’

based and the predictive model, also shows along the
paradigmatic axis.

4. Performance & Maintainability
An important motivation for us to experiment with word
embedding models was the expectation that, thanks to
efficient dimension reduction, they would be more per-
formant to compute and more efficient to analyse in
terms of paradigmatic neighbourhoods than the count-
based models used so far in the context of the CCDB
platform (Keibel and Belica, 2007).9
For the latter, the necessary precalculation of paradig-
matic distances was considered to be so computationally
expensive that it was hardly maintainable and the last cal-
culation was carried out on the basis of DeReKo-2006-I,
so that distributional analyses of the very current lan-
guage use, based on DeReKo, was not possible for a
long time.
We cannot yet draw a final conclusion regarding the
performance comparisons, since we have not yet imple-
mented paradigmatic analyses based on the count-based
models. However, the computation time of the word
embedding network for DeReKo-2022-I (53G tokens)
is with 10 days roughly equivalent to the creation of a
corresponding co-occurrence database,10 each with 10
context words.11 The disk space requirement is slightly
larger with 61,2 GB vs. 45 GB in the case of the word
embeddings.
As far as the runtime behaviour is concerned, it should
be noted that for the calculation of the syntagmatic neigh-
bours, the entire word embedding network is kept virtu-
ally in memory via memory mapping, so that if many

9http://corpora.ids-mannheim.de/ccdb/
10based on RocksDB (Dong et al., 2021)
11on a Supermicro Intel(R) Xeon(R) Gold 6148 CPU Linux

server with 80 cores @ 2.4 GHz and 756 GB RAM

http://corpora.ids-mannheim.de/ccdb/
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Figure 5: Paradigmatic neighbourhood of ‘Absatz’

instances are required, the RAM requirement can be-
come a bottleneck.
All in all, both the calculation and the runtime behaviour
are in a range that allows an annual update and the con-
tinuous operation of up to five instances, in our case.
The approach is also quite scalable. The calculation of
the predictive models can be accelerated by using more
processor cores and building the count-based model with
faster disks. The integrity of the programmes is ensured
by CI workflows with an increasing number of tests,
maintainability by a small number of dependencies, and
easy deployment by Dockerization. Only the extension
is somewhat challenging, as the code is mainly written
in C, C++ and Perl.12

5. Availability
All tools that have been used in this paper to compute
and analyse the models and to visualize the results are
published under the Apache License 2.0 and available
open-source on our Gerrit code-review site.13

We are happy to share all count-based and predictive
models with interested colleagues under the Text and
Data Mining exception (§ 60d German Copyright Act)
(see also Kamocki et al. 2018).

6. Conclusions
We have described the implementation and use of count-
based and predictive models for syntagmatic and paradig-
matic analysis of language use in the German Reference
Corpus DeReKo. Currently, we work on two main lines

12see Diewald et al. (2021) for the relevance of such aspects
for linguistic research (tools)

13https://korap.ids-mannheim.de/gerrit/plugins/
gitiles/ids-kl/dereko2vec
https://korap.ids-mannheim.de/gerrit/plugins/
gitiles/ids-kl/derekovecs

of extending the presented approach: (1) To allow a
more principled comparison between count-based and
predictive association measures, we plan to map the out-
put weights to actual co-occurrence predictions. (2) To
be able to contrast language use in different contexts,
such as register or time, we experiment with several ap-
proaches to train context-dependent word embeddings.
Finally, we also plan to apply the presented approach to
other corpora.
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