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Abstract
Many tools are available to query a dependency treebank, but they require the users to know a query language. This paper
presents UDeasy, an application whose main goal is to allow the users to easily query and extract patterns from a dependency
treebank in CoNLL-U format. To do this, users are prompted in a series of dialogs to enter relevant information about syntactic
nodes, their properties, relationship, and positions.
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1. Introduction
CoNLL-U is the standard format for the annotation
of dependency treebanks in many frameworks such
as Universal Dependencies (UD) (de Marneffe et al.,
2021) and Surface Syntactic Universal Dependencies
(SUD) (Gerdes et al., 2018). It is a revised version
of the CoNLL-X format (Buchholz and Marsi, 2006)
and consists of ten fields separated by single tab char-
acters carrying information about the morphology and
the syntax of each token.
In this paper, I present UDeasy, a tool whose goal is
to make it easy to design a query for treebanks an-
notated in CoNLL-U format. The paper is structured
as follows: in Section 2, I list some of the available
tools for processing and querying treebanks annotated
in CoNLL-U format; in Section 3, I present UDeasy
and how to use it; finally, Section 4 contains a summary
of the advantages of using UDeasy for quantitative lin-
guistic research.

2. Tools
Among the available tools that allow querying a de-
pendency treebank, it is worth to mention CoNLL-U
viewer, UDAPI, TüNDRA and Grew-match. I will dis-
cuss them in more detail pointing out the advantages
and disadvantages of their use.

2.1. CoNLL-U viewer
CoNLL-U viewer (developed by Milan Straka and
Michal Sedlák)1 is a browser-based visualization tool
for CoNLL-U files. It shows the trees representing
the sentences stored in a CoNLL-U file uploaded by
the users and allows downloading the generated image
files.

2.2. UDAPI
UDAPI (Popel et al., 2017) is an API for processing
Universal Dependencies. It is available in Python, Perl
and Java as a library and, in addition, it can be used
from the command-line interface. It allows the users

1https://universaldependencies.org/conllu viewer.html

to do operations such as parsing sentences, visualiz-
ing trees both in ASCII and HTML, querying treebanks
and convert from one format to another.

2.3. TüNDRA
TüNDRA (Martens, 2013) is a web application for
querying and visualizing treebanks. It allows to ac-
cess more than 400 treebanks (most of them de-
pendency treebanks) already available on the website
and lets users upload their own treebanks in TCF or
CoNLL-U format. Its query language is based on the
TIGERSearch language (König and Lezius, 2003). In
addition, TüNDRA allows the users to gather statistical
information about the results of a query.

2.4. Grew-match
Grew-match (Guillaume, 2021) is a web application for
searching graph patterns in treebanks in projects such
as Universal Dependencies, Surface Syntax Universal
Dependencies, French Sequoia corpus (Candito and
Seddah, 2012), three corpora in AMR (Banarescu et al.,
2013) and MultiWord Expression annotation from the
Parseme project (Ramisch et al., 2020). Grew-match
has also an offline version which can be used to query
patterns from treebanks owned by the users.

3. UDeasy
UDeasy is an application written in Python 3 with
a graphic interface built using the GUI toolkit wx-
Python2. The functions to extract the occurrences from
a treebank rely on the udapi Python package (Popel
et al., 2017). It has been developed to work on Win-
dows, MacOS and Linux systems. It is licensed un-
der a Creative Commons Attribution-NonCommercial-
ShareAlike 4.0 International License and published at
https://unipv-larl.github.io/udeasy/.

3.1. Why UDeasy
When using one of the applications or tools mentioned
earlier, a user may encounter some issues:

2see http://wxPython.org/

https://universaldependencies.org/conllu_viewer.html
https://unipv-larl.github.io/udeasy/
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• some of the tools only allow querying treebanks
that are hosted online and not uploaded by the
users (e.g. Grew-match online)

• some of the tools are designed to be used from
a command line interface or included in a script
(e.g. UDAPI)

• all the tools force the users to learn a query lan-
guage

These factors may complicate the work of a linguist
who wants to follow a quantitative and data-driven ap-
proach.
The goal of UDeasy is to overcome these issues by al-
lowing the users to extract patterns from dependency
treebanks with a simplified process. The main advan-
tages of using UDeasy are the following:

• it accepts all the treebanks that are formatted in
CoNLL-U

• it has a graphical interface that guides the users
step by step in the design of the query

• there is no need to learn any query language

3.2. How to use UDeasy
The tool is designed as a series of panels dedicated to
the different parameters that the users may want to set
in order to extract a pattern from a treebank. When
opening the application, a window pops up and the
users are asked to select a CoNLL-U file stored on their
computer.

3.2.1. Naming the nodes
When clicking on the button to confirm the selection
of the CoNLL-U file, the nodes panel appears. The
users are asked to give a name to the nodes that are
involved in the target pattern. The names are not part
of the actual query, but they will be used to refer to the
target nodes in the subsequent steps.

3.2.2. Selecting the features for each target node
In the panel that appears, the users can indicate one
or more features that the target nodes involved in the
pattern must match. The users can select any of the
CoNLL-U fields (lemma, upos, deprel) or any of
the sub-features that some CoNLL-U fields have such
as feats and misc.
As values for the selected features, the users can ei-
ther enter one or more values that have to be matched.
If the users enter a value, then the feature must have
that exact value for the node if the parameter value
is is selected; if more values are passed, they have to
be written between squared brackets and separated by
commas. If the feature has one of those values, then the
node is included in the results.
In the feature dropdown menu, the users will find all
the CoNLL-U fields and some of the sub-features of
feats and misc: if they want to look for a sub-
feature not included in the menu, they can insert the
value with the keyboard.

Figure 1: The features panel how it appears in the ap-
plication; verb, noun and adj are the names given to the
nodes in the previous stage (see Section 3.2.1).

3.2.3. Specifying the relations among nodes
In order to specify the relations among the nodes, the
users can select from the dropdown menu in the rela-
tions panel the nodes (using the names given to the
target nodes in the first panel - see Section 3.2.1)
and a relation selected from is parent of, is
ancestor of and is sibling of.

3.2.4. Specifying the relative positions among
nodes

The last parameter the users might want to specify is
the relative positions of the nodes. Like the relations,
the conditions for the relative positions must involve
two nodes. If the users do not want to specify any
ordering among the nodes, they can leave the fields
empty. Otherwise, they must give a value for the first
three fields, i.e. the nodes and the ordering relation
(precedes or follows). In addition to that, they
can specify a distance between the nodes selecting ei-
ther by exactly or by at least in the fourth
field and entering an integer number.

Figure 2: The positions panel as it appears in the appli-
cation.

3.2.5. Results
As shown in Figure 2, the users can select some vi-
sualization options such as conllu sentences,
conllu matched nodes and trees according
to whether they want to see in the results the sen-
tences that have at least a matched pattern formatted in
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CoNLL-U, the nodes involved in the matched patterns
and the trees of such sentences.
According to what the users have selected, the results
will appear in a new window after clicking the button
Submit query.

3.2.6. Statistics
In the window where the results appear, the users
will see an option named Stats which allows getting
some statistical information about the patterns matched
by the submitted query such as word order, distances
among the nodes and the distribution of the values of
features.

Figure 3: The statistics panel as it appears in the appli-
cation.

For example, considering the parameters shown in Fig-
ure 3, the users will obtain the ordering of the nodes
they named noun and adj, the distribution of the dis-
tances between the nodes verb and adj along with their
average distance in the matched sentences and the dis-
tribution of the selected features of the nodes noun and
verb.

Figure 4: The table showing the values of the feature
Mood.

For the case of the feature Mood, the output will be a
table showing all the possible values this feature can
take with their frequency in the results, as shown in
Figure 4.

4. Conclusion and Future Work
As shown in Section 3, UDeasy is a user-friendly tool
that can be used without any knowledge of program-
ming or query languages. I believe it would be a useful
tool for the community of linguists who want to use
a data-driven approach and for the students who ap-
proach dependency treebanks without almost any ex-
perience with queries.
Future work might include the implementation of addi-
tional features such as new visualization options for the
results or new statistics obtainable by the users. Addi-
tionally, UDeasy may be upgraded allowing the users
to process treebanks formatted in CoNLL-U Plus3 and
to include regular expressions in their queries.
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