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Introduction

Welcome to the 12th edition of the Workshop on Cognitive Modeling and Computational Linguistics
(CMCL)!!

CMCL is traditionally the workshop of reference for research at the intersection between Computational
Linguistics and Cognitive Science. This year, for the first time CMCL will be held in hybrid mode:
virtual attendance will still be allowed, given the persistence of the COVID-19 pandemic, while the in-
person meeting will take place in the beautiful Dublin.

This year, we received 20 regular workshop submissions and we accepted 10 of them, for a global
50% acceptance rate. We also received two extended abstracts as non-archival submissions, and both
of them will be presented during the poster session. As in previous years, submissions have been hig-
hly varied across the cognitive sciences, with topics ranging from the relationship between vision and
human linguistic-semantic knowledge, the relationship between eye gaze and self-attention in Transfor-
mer language models, and an account of the game Codenames. Work ranges from deep neural network
approaches to Bayesian cognitive models, learning of phonetic and phonological categories, analyses of
neurolinguistic data, and much more. We are thrilled to continue a workshop with the breadth and depth
that is emblematic of the fields of cognitive science and natural language processing.

Last year, we held a shared task on eye-tracking prediction in a variety of measures. This year, we led
an additional shared task that built on the success of the previous edition. In the second edition of the
shared task on eye-tracking data prediction, this time we included multilingual data from English, Rus-
sian, German, Hindi, Chinese, Dutch and Danish, enabling research teams to try a variety of methods
and language models far beyond prior eye tracking tasks. A total of six teams participated, of which 5
submitted papers describing their systems.

As always, we are extremely grateful to the PC members, without whose efforts we would be unable to
ensure high-quality reviews and high-quality work for presentation at the workshop. We are indebted to
their generosity and are proud of the community that supports CMCL. We also thank our invited spea-
kers, Andrea E Martin and Vera Demberg for kindly accepting our invitation.

Finally, we thank our sponsors: the Japanese Society for the Promotion of Sciences and the Laboratoire
Parole et Langage. Through their generous support, we are able to offer fee waivers to PhD students who
were first authors of accepted papers, and to offset the participation costs of the invited speakers.

The CMCL 2022 Organizing Committee
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