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Abstract
Like most other minority languages, Scottish Gaelic has limited tools and resources available for Natural Language Processing
research and applications. These limitations restrict the potential of the language to participate in modern speech technology,
while also restricting research in fields such as corpus linguistics and the Digital Humanities. At the same time, Gaelic has a
long written history, is well-described linguistically, and is unusually well-supported in terms of potential NLP training data.
For instance, archives such as the School of Scottish Studies hold thousands of digitised recordings of vernacular speech,
many of which have been transcribed as paper-based, handwritten manuscripts. In this paper, we describe a project to digitise
and recognise a corpus of handwritten narrative transcriptions, with the intention of re-purposing it to develop a Gaelic speech
recognition system.
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1. Introduction
Few minority languages have progressed beyond an
inchoate developmental stage in language technology
and Natural Language Processing (NLP). As the
emphasis in these fields has shifted from rule-based
approaches to deep-learning, the challenges for most
minority languages have intensified. For many, the
requisite training data do not exist. For some, the data
are available, but must be digitised – a less imposing,
but still significant barrier. In this latter category
is Scottish Gaelic, a minority language spoken by
57,000 people in Scotland (National Records of
Scotland, 2015).1 A wealth of transcribed spontaneous
speech and corresponding audio exist in Gaelic, but
these transcriptions generally occur as handwritten
manuscripts. Thus, to use these data for train-
ing an automatic speech recognition (ASR) system,
for instance, one must first convert them to digital text.

Most of the transcriptions of natural language available
in Gaelic are paper-based and stem from linguis-
tic and ethnological fieldwork carried out in the
mid-20th century by the School of Scottish Studies
(University of Edinburgh).2 Although some of these
documents are typed, the majority are handwritten.3

Optical character recognition (OCR) for roman
type is considered less challenging than handwrit-
ing recognition (HWR) due to language-specific

1https://www.scotlandscensus.gov.uk/
census-results/at-a-glance/languages/

2https://www.ed.ac.uk/
information-services/
library-museum-gallery/
cultural-heritage-collections/
school-scottish-studies-archives

3A recent survey of the transcriptions held by the School
of Scottish Studies’ Tale Archive indicates that 77% are hand-
written and 23% are typed

parameters, variability in handwriting styles and
the character-touching problem (Chen et al., 2021).
If a robust HWR tool could be developed for
Gaelic, it would unlock a vast trove of data useful
both to the Digital Humanities and NLP research.

This paper reports on a one-year pilot study4

to develop such a tool, by utilising the config-
urable HWR platform, Transkribus (Kahle et
al., 2017), which is described further below. A
Scottish Gaelic HWR resulting from our work
is publicly available on the Transkribus site.5

Central to the effort were three research questions:

1. Given that most of the transcriptions were from
one hand, to what extent would models developed
using that hand alone generalise to the other hands
in the dataset?

2. Manual annotation is by nature costly: How much
data is required to produce a model that is accu-
rate enough to allow a semi-supervised or unsu-
pervised approach (i.e. one requiring little further
editing)?

3. What impact do other resources (e.g. a lexicon
and language model) have on error rates vis-à-
vis training data alone (i.e. what is the most effi-
cient combination of parameters to produce a us-
able model quickly)?

4We gratefully acknowledge funding from the Univer-
sity of Edinburgh’s Challenge Investment Fund towards this
project.

5https://readcoop.eu/model/
scottish-gaelic-1949-1979/

https://www.scotlandscensus.gov.uk/census-results/at-a-glance/languages/
https://www.scotlandscensus.gov.uk/census-results/at-a-glance/languages/
https://www.ed.ac.uk/information-services/library-museum-gallery/cultural-heritage-collections/school-scottish-studies-archives
https://www.ed.ac.uk/information-services/library-museum-gallery/cultural-heritage-collections/school-scottish-studies-archives
https://www.ed.ac.uk/information-services/library-museum-gallery/cultural-heritage-collections/school-scottish-studies-archives
https://www.ed.ac.uk/information-services/library-museum-gallery/cultural-heritage-collections/school-scottish-studies-archives
https://www.ed.ac.uk/information-services/library-museum-gallery/cultural-heritage-collections/school-scottish-studies-archives
https://readcoop.eu/model/scottish-gaelic-1949-1979/
https://readcoop.eu/model/scottish-gaelic-1949-1979/
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2. Related Work
2.1. Speech and Language Processing for

Scottish Gaelic
Given the lack of available electronic data for Scottish
Gaelic, speech and language processing research for
the language remains fairly limited. However, there
has been recent work to develop: a Scottish Gaelic
part-of-speech tagger (Lamb and Danso, 2014); an
online linguistic analyser (Boizou and Lamb, 2020);
a dependency treebank and parser (Batchelor, 2019);
an automatic speech recognition system (Rasipuram
et al., 2013); machine translation from Gaelic to Irish
(Murchú, 2019);6 an embedding model for Scottish
Gaelic (Lamb and Sinclair, 2016); a derivation of a cat-
egorical grammar (Batchelor, 2016; Batchelor, 2019);
a wordnet (Bella et al., 2020) and a text-to-speech sys-
tem (developed by Cereproc).7 Akhmetov et al. (2020)
have also included Scottish Gaelic in their experi-
ments on language-independent word lemmatisation.

Aside from existing speech and language processing
work, there are digital corpora and lexical resources for
Scottish Gaelic, including the Digital Archive of Scot-
tish Gaelic (DASG) (O Maolalaigh, 2016)8, the Anno-
tated Representative Corpus of Scottish Gaelic (AR-
COSG)9 and the online dictionary, Am Faclair Beag
(Bauer and MacDhonnchaidh, )10.

2.2. Handwriting Recognition
Methods for HWR, also referred to as Handwritten
Text Recognition, were first developed in the 1950s
(Dimond, 1957). Since then, HWR has developed into
an extremely active research field in computer science,
which has been covered by a series of surveys and
reviews (Hull, 1994; Plamondon and Srihari, 2000;
Santosh and Nattee, 2010; Tagougui et al., 2012;
Parvez and Mahmoud, 2013; Pal et al., 2012; Manoj et
al., 2016; Al-Salman and Alyahya, 2017; Choudhary et
al., 2017; Kumbhar and Kunjir, 2017; Das et al., 2018;
Ramzan et al., 2018; Wang et al., 2021). A number
of approaches including machine learning (Xu et al.,
1992; Marti and Bunke, 2001) and neural network
based learning (Graves et al., 2009; Boquera et al.,
2011; Bluche, 2015; Wu et al., 2017; Naz et al., 2015;
Voigtlaender et al., 2016; Chowdhury and Vig, 2018;
Pham et al., 2014), or combinations thereof, have been
applied to this task. The state-of-the-art is driven by
regular international competitions on HWR and the
availability of public datasets to compare performance
of systems developed by different research groups
(Menasri et al., 2011; Yin et al., 2013; Sánchez et
al., 2014; Sánchez et al., 2017; Nguyen et al., 2018;

6NB: Gaelic also was added to Google Translate in 2016.
7https://www.cereproc.com
8https://dasg.ac.uk/
9https://github.com/

Gaelic-Algorithmic-Research-Group/ARCOSG
10https://www.faclair.com/

Potanin et al., 2021). While HWR tended to be applied
for financial or commercial purposes (Pal et al., 2012;
Dimauro et al., 1997; Hafemann et al., 2017), with the
increasing availability of digitised manuscript collec-
tions made available by libraries and archives, it has
more recently been applied to historical manuscripts
(Terras, 2006; Fischer et al., 2009; Fischer et al., 2014;
Bhunia et al., 2019; Firmani et al., 2018; Chammas
et al., 2018). There is also related work on applying
HWR to different languages (Alipour et al., 2016;
Zhang et al., 2018; Altwaijry and Al-Turaiki, 2020) or
devising methods which work for multiple languages
(Mondal et al., 2010; Keysers et al., 2017; Carbune et
al., 2020). Carbune et al. (2020) are the only group
we are aware of with a system that supports Scottish
Gaelic alongside 101 other languages. They found
that, compared to their previous segment-and-decode
method, their Long Short-Term Memory (LSTM)
based algorithm reduced the character error rate by
between 20-40%, but they reported only for languages
for which they had sufficient evaluation data (Figure
7 in Carbune et al. (2020)). They did not provide
evaluation results for Scottish Gaelic. To the best of
our knowledge, our paper is the first to report perfor-
mance of HWR models applied to Scottish Gaelic text.

Transkribus (see Section 5) uses a deep neural net-
work based algorithm for HWR (Muehlberger et al.,
2019) and currently provides access to over 80 pub-
licly available HWR models for different languages,
each time reporting their character error rates against
a validation set.11 The platform has been used for
training models for a series of languages, including
low resource languages and scripts such as dialectal
Finnish (Blokland et al., 2019), South Tyrolean (König
et al., 2020), Low Saxon (Siewert et al., 2021), Evenki
and Russian (Arkhipov et al., 2021), Greek, Slavic
and Latin (Thompson and others, 2021), 16th cen-
tury Romanian (Burlacu and Rabus, 2021) and Croa-
tian Glagolitic (Rabus, 2022), to name but a few. Ter-
ras (2022) surveyed the registered users of Transkribus
in early 2019 and examined how HWR had been by
adopted libraries, archives and academia. Her work
clearly shows that most of the documents processed by
Transkribus projects were in German, Latin, English
and French. A lot less material in other languages was
processed at that point. Since the survey was conducted
the user base has more than doubled and many more
languages have been included, showing the potential
and demand of HWR technology.

3. Digitisation and Correction of the
Corpus

The training data for the current study came from a
subset of the School of Scottish Studies Archives (Uni-
versity of Edinburgh) known as the Tale Archive. The

11https://readcoop.eu/transkribus/
public-models/

https://www.cereproc.com
https://dasg.ac.uk/
https://github.com/Gaelic-Algorithmic-Research-Group/ARCOSG
https://github.com/Gaelic-Algorithmic-Research-Group/ARCOSG
https://www.faclair.com/
https://readcoop.eu/transkribus/public-models/
https://readcoop.eu/transkribus/public-models/
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Tale Archive is an extensive collection of traditional
narrative texts (c30k pages), most of which are entirely
or partly in Scottish Gaelic.12 Together, they represent
the largest collection of transcribed Scottish Gaelic
in the world. Although most of the participants from
whom they were recorded lived in areas that continue
to be Gaelic-speaking at the time this paper was writ-
ten, many participants spoke regional variants that are
now moribund or no longer extant. Thus, these data are
uniquely valuable for their linguistic and ethnological
content, as much as their potential to provide robust
speech data for language technology applications.

We began the project by manually recording key
metadata about the transcripts. Following this, we
randomly selected documents totalling 2724 pages
for digitisation. The transcripts were originally
gathered between 1949 and 1979 and the distribution
across that time period is shown in Figure 1. Here
we can see some spikes in frequency correspond-
ing to periods of increased activity for the project.

Despite spanning several decades, the narratives were
predominantly transcribed by a single principal hand
(approximately 85%) with the remaining portion
(approximately 15%) distributed across 10 other
hands. Given the over representation of this single
hand in the data, a particular theme of our research
was to examine how this imbalance would affect
the potential generalisation of the HWR system.

The digitisation process involved converting the paper
texts to a multi-page PDF format using a feed-based
scanner and single-page scanning booth, depending
on whether the source was an original or photocopy.
Subsequently, the texts were uploaded to Transkribus
for manual editing by a Domain Expert and, eventually,
automatic recognition. The following section outlines
the segmentation and transcription process in detail.

4. Handwriting Recognition
The task of Handwriting Recognition (HWR) involves
automatically transcribing handwritten text into a dig-
ital form. HWR is similar to the task of Optical Char-
acter Recognition (OCR). The main difference is that
the latter involves the recognition of printed text which,
due to its uniformity, is typically less challenging to
recognise automatically than handwriting.
Before carrying out HWR, handwritten documents
must be captured as digital images, typically using dig-
ital imaging technologies such as scanners or cameras.
Generally, modern HWR systems will them process
these images in two main stages: Segmentation and
Transcription.

12Roughly 75% are primarily in Gaelic, with another 25%
mainly in Scots, English or Irish.

Segmentation is the task of removing non-relevant
information from an image. This is typically achieved
by defining tight geometric boundaries around ar-
eas of the image that are hypothesised to contain
handwritten text. The purpose of this stage is to
reduce noise in the input as well as to reduce the
search space of any recognition algorithm in order to
increase efficiency. An example is shown in Figure 2a.

Transcription is the task of estimating the text within
each text segment and providing the results as standard
digitised text. An example is shown in Figure 2b.

5. Transkribus
Transkribus is a software platform that helps to facil-
itate both manual and automatic transcription of his-
torical written documents, as well as providing tools
for searching and archiving. The main components of
Transkribus include:

• An editing tool for manual and automatic segmen-
tation, transcription and searching of documents.

• Cloud services that provide compute and storage
resources for automated system components, in-
cluding training HWR models.

• Web-based documentation and ‘how-to’ guides

5.1. Automatic Text Segmentation
The Transkribus platform provides an automatic text
segmentation tool that is limited to Latin character
sets, but is otherwise language-independent. This
means that the tool is able to automatically find the
boundaries of any text regions within Gaelic hand-
written documents without the need for a specialised
model. An example of fully automatic Transkribus
segmentation on Scottish Gaelic is shown in Figure 3.

The text segmentation system component is not guar-
anteed to be error free and may require manual edits to
be regarded as ‘gold standard’. On the other hand, it is
likely that such efforts will be minimal.

5.2. Manual HWR
Transkribus provides functionality for manually tran-
scribing documents by means of an editor tool. This is
a graphical interface that focuses an image viewer on
each text segment and allows a human transcriber to
easily type in the correct matching transcript.

5.3. Automatic HWR
Transkribus also facilitates automatic HWR. This sys-
tem, however, relies on language-dependent neural net-
work models in order to function accurately. Models
are provided for a limited set of languages, including
English and German, but no known Transkribus model
for Gaelic existed before the current study. In order to
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Figure 1: Distribution of complete training corpus data over year of collection.

(a) Segmentation

(b) Transcription

Figure 2: Examples of the Segmentation and Transcription tasks for HWR

provide a Gaelic model, it would have to be trained.
This training process is described in Section 6 below.
In Figures 4a and 4b we provide examples of how the
output quality of a Scottish Gaelic HWR model can
vary depending on whether it is applied to the writing
of the principal hand, or one with little or no training
data. While the model performs fairly well on the prin-
cipal hand it does extremely badly on the other hand.
We think that this is mainly due to an unseen writ-
ing style, especially the way some of capital letters are
curved, as well as the spaced out writing in this case.13

Transkribus seems to fail to recognise that this is a se-
quence of text and only recognises a few, individual
words. The latter example is one of the worst outputs
we have encountered and we include it here to illus-
trate that HWR is not a solved problem. However, our
evaluation results presented in Section 7 show that our

13See Lamb (2012, 121, fn 24) for more information on
this transcriber.

models can yield promising results on unseen test data,
especially when using larger training datasets and a lan-
guage model.

6. Model Training Workflow
The workflow of the project comprised an iterative pro-
cess of manual and automatic tasks. A systematic rep-
resentation of the workflow is shown in Figure 5.
The sequence of tasks are as follows:

• A large quantity (1000s) of documents are
scanned or photographed14

• Documents are loaded into Transkribus and are
automatically segmented

• A Gaelic Domain Expert transcribes a portion of
the documents (100s; using the Transkribus inter-
face)

14Transkribus provides an Android app to facilitate docu-
ment photography.
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Figure 3: An example of automatic segmentation of Scottish Gaelic from the Transkribus software platform

(a) Good quality output for the principal hand

(b) Bad quality output for a hand with little training data

Figure 4: HWR output examples for the Scottish Gaelic Transkribus model

• Transcribed documents are divided into a training
set (90%) and an evaluation set (10%)

• The training set is used to train a Transkribus neu-
ral network model for Scottish Gaelic

• The first (seed) model is used to transcribe the
evaluation set

• Transkribus hypothesis on the evaluation set is
scored against the manual transcription, i.e. Word
Error Rate (WER) and Character Error Rate
(CER) are computed

• If the error is unacceptable (above some defined
threshold)

– Auto-transcribe more training data (100s of
pages) from the scanned documents that have
not already been transcribed

– The Gaelic Domain Expert corrects errors of
Transkribus transcriptions

– The corrected data augments the existing
training set

– Training and evaluation are repeated

• Else, if error is acceptable (below some defined
threshold)

– Auto transcribe all remaining scanned docu-
ments
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Figure 5: An overview of the machine-assisted transcription workflow. Red components are manual processes and
blue components are automated. The system is initialised with the first manual transcription process, then enters
the iterative feedback cycle where new data is automatically transcribed, manually corrected and fed back into
training a new model.

The whole process begins with a small manual in-
vestment. The principle is that the manual correction
phase gets easier at each iteration, because the auto-
mated system is improving its hypothesis. That is,
there should be fewer mistakes to correct and, over
time, more transcription data can be brought up to a
manually-corrected standard with the same effort. The
nature of neural network training methods suggests that
we should expect an exponential decay in error until
the limits of the model are reached. This means that
there will likely be diminishing returns and a natural
point will be found where the value of further tran-
scribing/correcting data for the purpose of training the
model is no longer economical. At this point, if the
model performance is sufficiently acceptable, it can be
used to automatically transcribe any remaining docu-
ments without the need for manual correction.

7. Experimental Results
7.1. Machine Assisted Transcription
In total, we completed three iterations through the
workflow: a 75-hour initialisation iteration involving
fully-manual transcription, followed by two further
iterations with 75 and 380 hours of manual effort
respectively, where HWR models were trained and
used as the basis for manual correction. Table 1
shows the resulting transcription yield from each
of the three stages. The first 75 hours of manual
effort produced 18,158 words, making a yield of

242.11 words per hour. This initial tranche of data
was used to train our first HWR model (118 P LM),
which was then used to generate an automatic tran-
scription. The next 75 hours of manual effort in
the second iteration were used to correct the output.

The second iteration produced an additional 18,397
words, making a yield of 245.29 words per hour:
this was only slightly higher than the first. This
suggested that, with the initial model, the machine
assisted transcription had a very similar yield to
a fully-manual transcription approach, i.e. it was
taking just as long to correct the errors as it would
have taken to transcribe from scratch, unassisted.

Combining all of the data from the first and second
iterations, making a total of 36,555 words, we trained
a second model (221 P LM). It was clear at this point
that the second model had performed much better
than the first and was providing substantially greater
assistance to the manual transcription process. For this
reason, we decided to perform automated recognition
on all remaining documents and focus the remaining
manual transcription time budget on correction of the
output. An additional 340,237 words were transcribed
during this iteration, over 380 hours, making a yield of
895.36 words per hour. This means that with a modest
investment of 150 hours of manual effort, we increased
our transcription yield by a factor of over 3.5 times.
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Table 1: Yield from manual transcription effort across 3 iterations of the workflow shown in Figure 5. The Seg-
mentation Only row is the initial fully-manual transcription and subsequent rows were seeded with an automated
transcription hypothesis using a model trained on the data from the previous row. The model name represents some
information about the model separated by underscores: the number of pages used in training the model, that the
data came from the (P)rincipal hand, and a Language Model (LM) was used – see subsequent sections for more
detail.

HWR Seed Model Manual Hours Words Transcribed Words per Hour
Segmentation Only 75 18,158 242.11
118 P LM 75 18,397 245.29
221 P LM 380 340,237 895.36
Total/Average 530 376,792 710.93

Table 2: Experimental results for HWR models with different quantities of training data (118, 221, 1678 or 1917
pages), Principal or Mixed hands (P or M), and with Lexical support from a Language Model (LM), (150k) word
vocabulary dictionary or None. Results show Character Error Rate (CER) and Word Error Rate (WER) for Princi-
pal (P) and Other (O) hands evaluation data. The best results for each evaluation condition are highlighted in bold.

Model Code #Pages #Words Mixed Lex. CER(P) WER(P) CER(O) WER(O)
1917 M None 1,917 376,792 TRUE None 2.19 6.75 5.89 17.65
1917 M 150k 1,917 376,792 TRUE 150k 4.5 12.88 8.18 24.02
1917 M LM 1,917 376,792 TRUE LM 1.7 5.04 5.01 14.86
1678 P None 1,678 318,967 FALSE None 2.07 6.38 25.76 49.59
1678 P 150k 1,678 318,967 FALSE 150k 4.4 12.56 25.62 47.69
1678 P LM 1,678 318,967 FALSE LM 1.67 4.94 23.06 43.54
221 P None 221 36,555 FALSE None 2.58 7.53 25.07 49.68
221 P 150k 221 36,555 FALSE 150k 3.68 9.2 25.19 47.76
221 P LM 221 36,555 FALSE LM 2.53 7.28 24.14 47.34
118 P None 118 18,158 FALSE None 4.97 14.44 30.05 57.08
118 P 150k 118 18,158 FALSE 150k 5.62 14.84 29.78 54.28
118 P LM 118 18,158 FALSE LM 4.75 13.76 29.16 54.95

Ultimately, after 530 hours of manual effort we
managed to achieve a total of 376,792 transcribed
words. Assuming our initial fully-manual yield of
242.11 words per hour, the same quantity of tran-
scription would have otherwise taken around 1,556
hours of manual effort. This means that the machine-
assisted approach presents a significant reduction to
costs, vis-à-vis manual handwriting transcription.

7.2. Lexical Support for HWR Models
The HWR models learnt to predict the most likely
characters of the texts, given observation features
derived from their images. HWR models are typically
purely optical models that have no specific knowledge
of the language they are transcribing, other than
its character set. However, it is also possible to
supplement models with information from additional
lexical models in order to support, and potentially
improve, the hypothesis. In particular, the Tran-
skribus platform allows the provision of a lexicon
or language model during the recognition inference.

The lexicon essentially provides an allow-list of tokens
that can be permitted in the hypothesis. If an HWR

hypothesis predicts a character sequence that does
not correspond to an entry in the lexicon, then it
can be rejected in favour of an another hypothesis
that is represented. Each token is also weighted
according to its prior probability, meaning that in
cases of ambiguity, tokens that are more common
are more likely to be selected. This can help to
remove illegitimate character sequences (non-valid
tokens) from the hypothesis but, conversely, any
legitimate tokens that happen to be out-of-vocabulary
in the lexicon may never be predicted. Therefore,
it is important that the lexicon is comprehensive.

The language model differs in comparison to the
lexicon in that it is not simply a model of tokens in iso-
lation, but predicts the most likely sequences of tokens.
This means that if there is ambiguity in a hypothesis,
or noise in the input features, the lexical context can
help to inform the most likely token that would have
come next. By modelling more intrinsic information
about the structure of a language in this way, we
typically have more powerful lexical support than the
basic lexicon. Each time Transkribus is used to train a
HWR model, it also trains a language model using the
same reference text as training data. These language
and HWR models are tied in a way that they cannot
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be mixed and matched between different training runs.

8. Discussion
Our results show that increasing the quantity of
data helped to improve recognition performance.
For example, going from our 118 P LM through
221 P LM to 1678 P LM, we see a reduction in
WER from 13.76% through 7.28% to 4.94% for
the principal hand evaluation case. This suggests a
non-linear relationship between data quantity and
error reduction, i.e. reducing the error rate by a
constant factor would require increasing the data
quantity factor. However, we do not have enough data
points to estimate the true nature of this relationship.

The lexicon does not seem to help to improve recog-
nition accuracy. However, we believe this is because
our lexicon contains mostly base dictionary form
words, i.e. it does not contain a lot of morphological
permutations. For that reason, restricting the output
to the lexicon entries is likely to create a lot of
out-of-vocabulary (OOV) issues where words that
are not present are assigned another word that has a
similar character sequence. This is supported by the
fact that the WER degraded more significantly than
the CER when introducing the lexicon, i.e. the OOV
word substitution can still result in getting most of
the characters correct even if the word is incorrect.

Introducing the Language Model (LM) as a lexical sup-
port does help to improve recognition accuracy for both
CER and WER. While the LM always improved accu-
racy, it demonstrated a more substantial improvement
for the HWR models trained on more data. The LM
can be particularly useful when the HWR hypothesis
has fewer alternatives to choose from. As the HWR
model improves, it is more likely to correctly recog-
nise sub-word units of words (e.g. stems and affixes)
that were previously poorly recognised. This can nar-
row the hypothesis and make it more likely for the LM
to select the correct result. The introduction of a por-
tion of mixed hand data resulted in substantial improve-
ments on mixed hand evaluation data with only a neg-
ligible reduction in performance on the principal hand
evaluation data: e.g. the WER reduced from 43.54%
to 14.86% on mixed hands between 1678 P LM and
1917 M LM respectively, while only increasing from
4.94% to 5.04% for the same models.

9. Conclusion
We have shown that the use of machine-assisted
handwriting recognition can significantly improve
transcription efficiency with a modest manual effort
investment. The data that has been digitised is now
available to be easily searched and archived for human-
ities research. It can also be used as a data resource for

other NLP tasks such as Automatic Speech Recogni-
tion (ASR), language modelling and entity extraction.

We believe that the iterative framework that we
employed for this task could be re-purposed for
other low-resource languages where the lack of an
initial HWR requires such a bootstrapping approach.
The acceleration in yield could have been improved
further by re-training the model more often so as
to gain the benefits at a more frequent cadence.
The framework also supports the possibility of
multiple manual transcribers and an asynchronous
approach to model updates and manual effort,
i.e. training a new model is not blocked by wait-
ing for all transcribers to finish their current tasks.

10. Future Work
While the models developed for this project proved
valuable for improving the efficiency of transcription
on our target corpus, we would like to investigate
how well the approach would generalise to corpora
in other domains. In particular, we would like to
create a general Scottish Gaelic HWR model than
can be used as a reliable resource for digitising
handwritten documents. This work would involve
acquiring new datasets both to evaluate our existing
models against and develop contrasting systems.

We were able to demonstrate that increasing data quan-
tity improved model performance, but we did not have
enough data to accurately estimate the trend. As with
many machine learning tasks, it is likely that there will
be an issue with diminishing gains where equivalent
performance improvements may require exponential
increases in data. Having enough data and examples of
models trained with different quantities to estimate this
would be useful when designing future experiments.

Another interesting approach is to consider the use
of multi-lingual training data. Handwriting corpora
for the related Goidelic language, Irish, could be
used to supplement our training data; their character
sets and many aspects of their grapheme distribution
are similar. This kind of data could also help to act
as a kind of natural regularisation for our models
and prevent over-fitting to certain hands that are
over-represented in our data. The combined data could
be used to develop a multi-lingual model that can
handle more general Gaelic-language handwriting.
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