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Abstract

The increasing adoption of message-based be-
havioral therapy enables new approaches to
assessing mental health using linguistic anal-
ysis of patient-generated text. Word count-
ing approaches have demonstrated utility for
linguistic feature extraction, but deep learn-
ing methods hold additional promise given re-
cent advances in this area. We evaluated the
utility of emotion features extracted using a
BERT-based model in comparison to emotions
extracted using word counts as predictors of
symptom severity in a large set of messages
from text-based therapy sessions involving over
6,500 unique patients, accompanied by data
from repeatedly administered symptom scale
measurements. BERT-based emotion features
explained more variance in regression mod-
els of symptom severity, and improved predic-
tive modeling of scale-derived diagnostic cate-
gories. However, LIWC categories that are not
directly related to emotions provided valuable
and complementary information for modeling
of symptom severity, indicating a role for both
approaches in inferring the mental states under-
lying patient-generated language.

1 Introduction

Almost 10% of adults in the United States receive
mental health counseling (Zablotsky and Terlizzi,
2020). The principle of measurement-based care
dictates that medical treatments should be initiated
and evaluated over time based on repeated assess-
ments of patient symptoms and symptom trajectory
(Scott and Lewis, 2015). In the context of talk ther-
apy, mental health practitioners estimate treatment
progress based on patients’ current and historical
verbal communications. For evaluating depression
and anxiety severity, expressions of emotional state
are key aspects of such communications (Beck,
1967; Rottenberg, 2017; Amstadter, 2008).

While prior work predominantly focused on sen-
timent, i.e. positive/negative polarity, expression of
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fine-grained emotions (Chancellor and De Choud-
hury, 2020; Guntuku et al., 2017) may give further
insights into depression and anxiety symptoma-
tology. For example, pride may be impacted by
depression in a unique way. Gruber et al. (2011)
showed that pride, a positive emotion relating to the
self, is inversely correlated with depression, which
is often associated with a poor self-image. At the
same time, they found a smaller effect on joy and
amusement, concluding that grouping these emo-
tions into “positive affect” may result in a loss of
nuance.

The increasing adoption of digital mental health
tools and services, particularly message-based ther-
apy, has afforded new opportunities to assist practi-
tioners in quantifying depression and anxiety sever-
ity by assessing emotion in patient-generated text.
Linguistic Inquiry and Word Count (LIWC) (Pen-
nebaker et al., 2007; Tausczik and Pennebaker,
2010) is a software package designed to count
words belonging to pre-defined categories with
an extensive track record of validation for the
detection of linguistic indicators of mental state
(Tausczik and Pennebaker, 2010). It is commonly
used to measure positive and negative affect, a lim-
ited set of specific emotions (sadness, anxiety, and
anger), and other linguistic dimensions related to
style and topic. Several LIWC categories have
established relationships with depression, includ-
ing the affect category sadness (e.g. “sad”, “cry”,
“suffer*), the topic category health (e.g. “alcohol”,
“rash”, “self-care”), and the syntactic category first-
person pronouns (e.g. “I”, “me”, “my”). LIWC has
been used to measure depression levels in social
media posts (Coppersmith et al., 2014; De Choud-
hury et al., 2014, 2013a,b), therapy conversations
(Burkhardt et al., 2021; Sonnenschein et al., 2018),
and other written texts (Rude et al., 2004; Wiltsey
Stirman and Pennebaker, 2001). LIWC measure-
ments have also been shown to distinguish between
patients with depression and those with anxiety
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disorders (Sonnenschein et al., 2018), correlate
with self-reported measures of anxiety and worry
in written descriptions of emotional responses to
COVID-19 (Kleinberg et al., 2020), and predict
whether posts emanated from anxiety-related sub-
reddits (Shen and Rudzicz, 2017).

However, word counting methods cannot address
linguistic phenomena such as negation (‘“not bad”),
sarcasm, and context-dependence (for example, in
the case of polysemy, words have multiple mean-
ings that can only be disambiguated in context),
and manually defined dictionaries may omit syn-
onyms for terms they encode. Prior work suggests
that neural network (NN)-based natural language
processing (NLP) techniques can account for such
phenomena and may therefore improve upon this
straightforward word-counting method in their abil-
ity to identify concepts related to symptom severity.
Shen and Rudzicz found that the performance of
machine learning models identifying whether or
not Reddit posts were drawn from anxiety-related
subreddits improved when these models included
neural word embeddings rather than LIWC-derived
features (2017). However, the distributed repre-
sentations of posts used in this work do not re-
late directly to interpretable emotion features. Fur-
ther, contemporary transformer-based NN language
models offer advantages over neural word embed-
dings in their ability to leverage proximal cues
(such as "not") when interpreting the contextual
meaning of a word. As noted by the authors, this
work suggests a need for further research on auto-
mated assessments of linguistic indicators of anxi-
ety disorders, involving larger data sets and explicit
diagnostic assessments.

Therefore, using a large set of messages from
text-based therapy session, we investigated if emo-
tions extracted using a Bidirectional Encoder Rep-
resentations from Transformers (BERT) (Devlin
et al., 2019) based model trained on GoEmotions,
a large dataset of Reddit posts annotated with 27
fine-grained emotions (Demszky et al., 2020), are
stronger predictors of depression and anxiety sta-
tus than counts of emotion-related word categories
(LIWCQC). To this end, we first determined the associ-
ation of each feature with the outcomes of interest
in univariate regression analyses. Further, in or-
der to provide clinical decision support to mental
health practitioners, it is paramount to be able to
classify previously unseen messages as indicating
depression and/or anxiety. We therefore proceeded

| slope | R2
GoEmotions
sadness 18.84 (16.50 - 21.18)** 0.782
admiration -16.62 (-18.80 - -14.44)** | 0.781
annoyance 12.61 (9.67 - 15.55)** 0.778
disappointment | 19.01 (16.87 - 21.14)** 0.778
joy -16.40 (-19.33 - -13.48)** | 0.778
pride -64.35 (-78.54 - -50.16)** | 0.777
excitement -28.34 (-33.18 - -23.49)** | 0.777
disapproval 16.11 (12.99 - 19.23)** 0.776
approval -7.81(-9.27 - -6.36)** 0.776
confusion 9.65 (7.30 - 11.99)** 0.775
relief -24.19 (-30.79 - -17.59)** | 0.774
neutral -0.83 (-1.60 - -0.06)* 0.774
anger 18.67 (14.38 - 22.97)** 0.774
disgust 29.79 (21.72 - 37.86)** 0.774
optimism -6.15 (-8.28 - -4.03)** 0.773
realization -1.08 (-2.74 - 0.59) 0.773
amusement -10.96 (-14.85 - -7.07)** 0.772
fear 10.75 (7.44 - 14.06)** 0.771
nervousness 3.44 (0.84 - 6.05)* 0.771
caring -2.77 (-6.03 - 0.49) 0.771
gratitude -2.87 (-9.79 - 4.05) 0.771
embarrassment | 11.85 (4.25 - 19.45)* 0.771
curiosity 0.03 (-2.56 - 2.62) 0.771
desire 2.08 (-1.10 - 5.26) 0.771
love -1.96 (-5.22 - 1.31) 0.771
surprise -4.00 (-10.18 - 2.18) 0.771
grief 134.76 (104.49 - 165.03)** | 0.770
GoEmotions Ekman
joy -9.31 (-10.21 - -8.41)** 0.788
anger 18.53 (16.46 - 20.61)** 0.783
sadness 15.81 (14.06 - 17.56)** 0.779
disgust 48.43 (37.93 - 58.93)*:* 0.778
neutral -0.11 (-1.17 - 0.96) 0.775
surprise 4.11 (2.47 - 5.75)** 0.774
fear 4.52 (2.25 - 6.80)** 0.772
LIWC
sad 1.21 (1.02 - 1.40)** 0.781
i 0.25 (0.21 - 0.29)** 0.777
anger 0.84 (0.65 - 1.02)** 0.776
health 0.66 (0.52 - 0.80)** 0.775
anx 0.19 (0.05 - 0.34)* 0.774
we -0.53 (-0.65 - -0.41)** 0.774
bio 0.41 (0.33 - 0.50)** 0.774

Table 1: PHQ-9 score univariate mixed-effects linear
regression models coefficients and variance explained.
* p<0.05. ** p<0.001
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to train and evaluate a machine learning classifier
using emotion features in conjunction with estab-
lished depression-related LIWC features to predict
depression and anxiety status in a held-out test set.

2 Methods
2.1 Data

We utilized a corpus of messaging therapy ses-
sions from over 6,500 unique patients previously
collected via the Talkspace platform (Hull et al.,
2020). Talkspace offers a paid service utilizing li-
censed and credentialed therapists to conduct asyn-
chronous, message-based therapy conversations.
All patients and clinicians give written consent
to the use of their data in a de-identified, aggre-
gate format as part of the user agreement before
they begin using the platform. Over the course
of 12 weeks, patients engaged in two-way mes-
saging therapy and completed depression ques-
tionnaires (9-item Patient Health Questionnaire,
PHQ-9 (Kroenke et al., 2001)) as well as anxi-
ety questionnaires (7-item General Anxiety Disor-
der questionnaire), every 3 weeks. For each avail-
able score, patient messages from the period in
question (“(o)ver the last two (2) weeks”) were
concatenated into a single unit of analysis (“‘doc-
ument”), resulting in up to 4 labeled data points
per patient (weeks 3, 6, 9, and 12). All messages
without a corresponding score were excluded from
analysis. Data from baseline assessments were
removed, as preliminary analysis suggested that
messages before the week 0 mark introduced spuri-
ous associations due to differences between typical
therapy dialog and the patient-therapist matching
process, combined with generally worse symptom
severity scores at the beginning of the study period.
Participants were young (79% were 35 years old
or younger), educated (75% had a Bachelor’s de-
gree or higher), and predominantly female (79%).
Race and ethnicity were not systematically col-
lected. There were over 13,000 text documents
with both PHQ-9 and GAD-7 scores, totaling over
24 million words from over 337,000 messages. The
original study was approved as exempt by the local
institutional review board. The current study con-
cerned secondary analysis of previously collected
de-identified data, which is not considered human
subjects research; nonetheless, data were stored
on a secure server with study team member access
only. All textual data were thoroughly de-identified
by an automated algorithm before leaving their

| slope | R2
GoEmotions
sadness 15.04 (12.96 - 17.12)** 0.728
admiration -15.02 (-16.97 - -13.07)** | 0.727
neutral -1.00 (-1.72 - -0.29)* 0.725
joy -16.99 (-19.53 - -14.44)** | 0.724
approval -6.80 (-8.14 - -5.47)** 0.724
fear 18.62 (15.32 - 21.93)** 0.724
annoyance 12.83 (10.20 - 15.46)** 0.724
excitement -22.74 (-26.98 - -18.49)** | 0.723
pride -56.42 (-69.75 - -43.09)** | 0.723
disappointment | 14.05 (12.12 - 15.97)** 0.723
disapproval 12.97 (10.18 - 15.76)** 0.723
nervousness 11.91 (9.36 - 14.46)** 0.723
confusion 8.41 (6.33 - 10.48)** 0.721
anger 19.29 (15.38 - 23.19)** 0.721
relief -22.16 (-28.05 - -16.28)** | 0.720
optimism -6.86 (-8.84 - -4.89)** 0.719
realization -1.48 (-2.99 - 0.02) 0.718
amusement -10.34 (-13.73 - -6.96)** | 0.717
curiosity -0.00 (-2.44 - 2.43) 0.717
caring -1.94 (-5.11 - 1.24) 0.716
gratitude -3.54 (-7.67 - 0.59) 0.716
desire 1.25 (-1.55 - 4.06) 0.716
love -3.66 (-7.08 - -0.23)* 0.716
surprise -6.42 (-11.87 - -0.97)* 0.716
embarrassment | 10.33 (3.08 - 17.58)* 0.716
grief 118.01 (90.79 - 145.22)** | 0.716
disgust 25.72 (18.68 - 32.76)** 0.715
GoEmotions Ekman
joy -8.62 (-9.42 - -7.82)** 0.736
anger 15.92 (14.08 - 17.76)** 0.727
disgust 44.78 (35.38 - 54.18)** 0.726
sadness 12.38 (10.83 - 13.93)** 0.725
neutral -0.21 (-1.18 - 0.76) 0.722
fear 12.15 (9.97 - 14.33)** 0.722
surprise 3.27 (1.79 - 4.75)** 0.720
LIWC
anx 0.73 (0.59 - 0.86)** 0.729
i 0.17 (0.13 - 0.21)** 0.726
sad 0.89 (0.72 - 1.05)** 0.726
anger 0.93 (0.76 - 1.10)** 0.724
we -0.36 (-0.47 - -0.25)** 0.723
health 0.46 (0.33 - 0.59)** 0.717
bio 0.28 (0.21 - 0.36)** 0.716

Table 2: GAD-7 score univariate mixed-effects linear
regression models coefficients and variance explained.
* p<0.05. ** p<0.001
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source, with all names, places, contact information,
social media identifiers, and mentions of specific
events removed.

LIWC 2015 was used to obtain the following
word-count-based features: first-person singular
pronouns (“I””), first-person plural pronouns (“we”),
bio, health, sadness, anxiety, anger, positive emo-
tion, and negative emotion. These features were
selected on account of their track record of corre-
lation with indicators of depression and anxiety in
previous work (Tausczik and Pennebaker, 2010).

A BERT-based GoEmotions classifier pipeline
using fine-tuned models available from the Hug-
ging Face transformer library! was used to extract
emotion features from each document. This model
has been shown to approximate published results
for performance in extracting emotions from the
GoEmotions dataset (macro-average F1 score of
~0.5 to ~0.7, depending on the granularity of the
emotions concerned). For further details of the
training corpus and procedures used, we refer the
reader to Demszky et al. (2020). After splitting
documents into sentences and extracting emotions
from the first 512 tokens of each sentence, scores
were averaged over all sentences in a document to
yield one set of emotion scores for the two-week
period concerned. Only 38 of ~213,000 documents
contained sentences that were truncated due to be-
ing over 512 tokens long. The pipeline provides
several output settings, resulting in different sets
of emotions being extracted. Two sets of emo-
tions were extracted. First, we extracted the set
of 6 basic emotions proposed by Ekman (1992),
consisting of sadness, joy, surprise, disgust, anger,
fear, and a neutral category, which was assigned by
annotators when they felt that no particular emo-
tion was expressed. Second, we extracted the full
set of 28 categories that were used to annotate the
GoEmotions corpus, consisting of 27 fine-grained
emotions described by Cowen and Keltner (2017),
plus a neutral category. Finally, we calculated pos-
itive and negative emotion features by averaging
the scores belonging to positive and negative emo-
tions. The negative GoEmotions Ekman emotions
are anger, disgust, fear, and sadness; joy is the only
positive Ekman emotion. Negative fine-grained
GoEmotions (Cowen) emotions encompass anger,
annoyance, disappointment, disapproval, disgust,
embarrassment, fear, grief, nervousness, remorse,
and sadness. Admiration, amusement, approval,

"https://github.com/monologg/GoEmotions-pytorch

caring, desire, excitement, gratitude, joy, love, op-
timism, pride, and relief are the positive emotions
in the fine-grained GoEmotions set. The interested
reader is referred to Demszky et al. (2020) for fur-
ther details on these groupings.

2.2 Comparison of variables

A common approach to identifying associations of
individual variables with an outcome of interest is
to determine the statistical significance of the as-
sociation between each candidate variable and the
outcome by fitting univariate regressions. Linear
regression models, however, require observations
to be independent of each other. Because patients
contribute between 1 and 4 observations in our
dataset, this independence assumption is not met:
two observations from the same patient may be
expected to be more like each other than two obser-
vations from different patients. Mixed-effect linear
regressions can be used to account for this. In such
models, the within-patient and between-patient ef-
fects of the predictor variables on the outcome are
separately accounted for. In other words, in addi-
tion to the “fixed effect” of the predictor variables
on the outcome (the effect of interest), we model
a “random effect” that is different for each patient,
which is arbitrary but consistent across all observa-
tions for a given patient. In essence, the outcome
is the linear combination of an emotion’s global re-
lationship to PHQ-9/GAD-7 scores and the patient-
specific relationship of the emotion on scores (plus
an intercept term for each effect as well as a resid-
ual error term). The univariate mixed-effect linear
regression models for each emotion variable model
the patient identity as a random effect and are of
the following form:

Yij = Bo+ B1Xij + v0i + 11 Xij + €5

Where Y;; is the ith outcome (PHQ-9 score,
GAD-7 score) for patient ¢, X;; is the level of emo-
tion in the jth document written by patient ¢, 5
and [ are the fixed effect parameters (emotion),
and yp; and ry; are the random effect parameters
(patient ID), and ¢;; is the residual error for patient
1’s jth document. Models were fitted via Maxi-
mum Likelihood Estimation using the Statsmodels
package for Python (Seabold and Perktold, 2010).
Statsmodels calculates p-values using t-tests. We
report the explanatory power of each feature as the
amount of variance explained (R2).

Following a similar process, we fitted bivariate
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mixed-effects models using the positive and nega-
tive emotion variables from each feature source.

2.3 Prediction

Next, using the Scikit-Learn package for Python
(Pedregosa et al., 2011), we trained random forest
classifiers to predict binary depression (MDD) and
anxiety (GAD) status from 49 features: 7 Ekman
emotion categories from GoEmotion, as well as
the positive and negative emotion variables cal-
culated from Ekman emotions; 27 fine-grained
emotions plus neutral, as well as the positive, and
negative emotion variables calculated from the 27
fine-grained emotions; 5 LIWC emotion variables
(positive emotion, negative emotion, anxiety, anger,
sadness); and 4 LIWC variables with an established
relationship to depression (I, we, biology, health)
(Rude et al., 2004; De Choudhury et al., 2013b;
Eichstaedt et al., 2018; Sonnenschein et al., 2018;
Burkhardt et al., 2021). We first trained random
forest classifiers using each individual feature set.
Then, we trained models using combinations of
these feature sets to evaluate their relative contri-
bution (LIWC non-emotion variables combined
with each set of emotion variables from the three
sources). Then, we trained another random forest
classifier on all available features. For this model,
relative feature importance was calculated using
SHAP (Lundberg and Lee, 2017).

To avoid information leakage due to within-
patient effects (Saeb et al., 2017), data were split
into training and test sets such that all observations
from an individual patient were kept within the
same fold. Patients were assigned to the training
(80%) and test (20%) populations, resulting in a
training set of 4,913 patients (with 10,006 observa-
tions) and a test set of 1,638 patients (with 3,321
observations). Average PHQ-9 across all observa-
tions did not significantly differ between training
and test observations.

Hyperparameters (number of estimators, max-
imum number of features, maximum tree depth,
minimum number of samples for splitting, mini-
mum number of samples per leaf, using or not using
bootstrap) were automatically selected (based only
on the training data) via 3-fold cross-validation,
a process where, for each hyperparameter combi-
nation, each of the three folds is held out in turn,
while a model is trained on the remaining 2 folds;
this way, 3 scores are produced per hyperparameter
combination, and their average represents the score

for that hyperparameter set. Finally, the hyperpa-
rameters that produced the best score are selected,
and a final model with those hyperparameters is
trained on all training data, then tested on the held-
out test set.

A binary prediction target was used to align pre-
dictions with the clinical task of classifying a diag-
nosis as present or absent. A cut-off between 8 and
11 was previously found to have a clinically accept-
able tradeoff between sensitivity and specificity
when dichotomizing PHQ-9 scores for diagnosis
of major depressive disorder (MDD) (Manea et al.,
2012). Therefore, we considered a PHQ-9 score
of 10 or more (depression severity of moderate,
moderately severe, or severe) as indicating MDD
for the purposes of this work. A PHQ-9 score of 9
or less (depression severity of mild or none) was
considered non-depressed. As the GAD-7 has been
found to have acceptable properties for identifica-
tion of generalized anxiety disorder (GAD) at a
cutoff of 7-10 (Plummer et al., 2016; Spitzer et al.,
2006), a GAD-7 score of 10 or more was consid-
ered an indicator of GAD, and a score of 9 or less
was considered an indicator of a negative diagnosis
for this condition.

3 Results

3.1 Comparison of variables

The variance in PHQ-9 and GAD-7 scores, respec-
tively, explained by each individual emotion vari-
able and by variable pairs is shown in Figure 1,
Table 1, and Table 2. Emotion variables that were
obtainable from all three feature sources were anger
and sadness as well as the summary dimensions of
positive and negative emotion. With BERT-based
models, these are composites of individual predic-
tions returned by the model, while LIWC returns
a summary value as an individual feature. The
variance in PHQ-9 scores explained by these di-
rectly comparable variables is shown in Figure 1,
along with the variance explained by the combi-
nation of positive and negative emotion features.
The three feature extraction approaches resulted
in features that explained similar portions of the
variance; LIWC explained slightly more, except
for anger and sadness, where the GoEmotions Ek-
man and GoEmotions Cowan variables explained
more, respectively. The GoEmotions Cowan vari-
able for sadness was more explanatory than the
GoEmotions Ekman variable, but the Ekman anger
variable outperformed the fine-grained anger vari-
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Figure 1: PHQ-9 and GAD-7 score variance explained by comparable features from LIWC, GoEmotions (Ekman

set), and GoEmotions (fine-grained set)

able. The combination of positive and negative
emotion explained more variance than either posi-
tive or negative emotion alone, except when LIWC
positive emotion was assessed for GAD-7. No-
tably, LIWC’s positive emotion variable appears to
be more explanatory than anger, sadness, and nega-
tive emotion for both PHQ-9 and GAD-7, and even
the combination of positive and negative emotion
for GAD-7.

All individual emotions, as quantified by each of
the three feature extraction approaches, are shown
in Table 1. Expressions of realization, caring, grat-
itude, curiosity and desire were not significantly
associated with either anxiety or depression. Love
and surprise were not predictive of depression,
but were associated with anxiety. Both were sig-
nificantly associated with sadness, fear, and ner-
vousness; however, sadness was more strongly re-
lated to depression, and fear and nervousness were
more strongly related to anxiety. Joy was roughly
equally associated with anxiety and depression,
across both GoEmotions feature sets. The emo-
tions with the largest differences between more
and less depressed individuals were grief, pride,
excitement, relief, and disgust. The emotions with
the largest differences with respect to anxiety were
grief, disapproval, approval, relief, and disgust.

3.2 Prediction

In contrast to the multivariate models, results from
predictive modeling experiments show a clear ad-
vantage for deep learning models, with the best
overall performance by ROC and F1 score achieved
using GoEmotions Cowen features for both MDD
and GAD. As shown in Table 3, the models includ-
ing only the non-emotion LIWC features achieved
an area under the receiver-operator characteristic
curve (AUROC) of 0.577 for MDD and 0.549 for
GAD. When using emotion features only, the fine-

grained GoEmotions set performed best. For both
MDD and GAD, adding LIWC emotion features
to LIWC non-emotion features improved predic-
tive performance less than adding GoEmotions Ek-
man features, which improved the model less than
adding the fine-grained GoEmotions set. Using all
emotion features concurrently (“all three”) slightly
improved performance for both GAD and MDD
(by F1 score but not ROC in the latter case).

The relative importance of all features for the
MDD and GAD models is shown in Table 4. Fear
was ranked higher for predicting GAD than for
predicting MDD. Sadness was ranked higher for
predicting MDD than for predicting GAD.

4 Discussion

In this work, we showed that neural network mod-
els such as the BERT-based GoEmotions classifier
can outperform LIWC, a straightforward, broadly
adopted word-counting method for extracting emo-
tion features from natural language. We further
confirmed that some emotions not traditionally as-
sociated with depression and anxiety can be predic-
tive of these diagnoses; specifically, pride. Finally,
we showed that using LIWC features together with
emotion features derived using GoEmotions predict
depression/anxiety status with reasonable accuracy.
This finding is important, in that further develop-
ment of such tools could lead to better detection of
emotional change during treatment in a way that
could be derived naturally in the client/clinician en-
counter. NLP applied to such naturalistic data has
been used for measuring clinician skills in deliver-
ing psychotherapy with some success (Flemotomos
et al., 2021); here, rather than using such tools for
quality measurement, linguistic analysis of affect
could be used to detect depression/anxiety severity
and client response to treatment.

Both LIWC variables and GoEmotions variables
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ROC Fl1 Pr Rc

MDD

LIWC non-emo 0.577 0.413 0.525 0.341
LIWC emo 0.621 0471 0.561 0.405
GoEmo Ekman 0.643 0.493 0.583 0.427
GoEmo 0.662 0.522 0.613 0.455
LIWC non-emo +

LIWC emo 0.640 0.484 0.569 0.420
GoEmo Ekman 0.655 0.498 0.585 0.434
GoEmo 0.671 0.514 0.615 0.441
All three 0.671 0.520 0.612 0.453
GAD

LIWC non-emo 0.549 0.290 0.478 0.209
LIWC emo 0.613 0405 0.541 0.324
GoEmo Ekman  0.643 0.443 0.550 0.371
GoEmo 0.652 0.444 0.565 0.366
LIWC non-emo +

LIWC emo 0.617 0.401 0.529 0.324
GoEmo Ekman 0.637 0.441 0.548 0.369
GoEmo 0.654 0.451 0.568 0.374
All three 0.657 0.456 0.567 0.382

Table 3: AUROCS, F1 score (positive class), preci-
sion, and recall of random forest model trained with just
the non-emotion LIWC features, and trained with the
non-emotion LIWC features plus LIWC emotion, GoE-
motion Ekman and the full GoEmotion feature sets, for
predicting MDD (PHQ-9 score > 10) and GAD (GAD-
7 score > 10).

explained a large portion of the variance in uni-
variate mixed-effect regressions: R2 values ranged
from 0.770 to 0.788 when modeling PHQ-9 scores
as outcome, and from 0.715 to 0.736 when model-
ing GAD-7 scores as outcome. Therefore, LIWC
and GoEmotions features both capture valuable in-
formation. GoEmotions features marginally outper-
formed 2 out of 4 of the equivalent LIWC features
for predicting GAD-7 and 3 ouf of 4 features for
predicting PHQ-9. For predicting binary depres-
sion (MDD) and anxiety (GAD) status, the emo-
tion set resulting in the best predictive performance
when combined with LIWC’s non-emotion features
was the full GoEmotions set.

However, despite the availability of pre-trained
models, neural networks can have high computa-
tional demands. Consequently, using BERT-based
models may not be justified if the cost of model
inference outweighs the potential benefits. There-
fore, the decision to include these features should
be evaluated for each individual predictive analyt-
ics project and dataset, weighing the added pre-
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dictive performance observed at development time
with the costs to include the features in produc-
tion (e.g. a deployed clinical decision support
tool continuously evaluating patient-generated mes-
sages in real-time), given the available compute
resources. Similarly, on-device processing to pre-
serve data privacy can be accomplished with LIWC
(Liu et al., 2022), but doing this with a BERT-based
model would challenge some contemporary and
most legacy smartphone devices.

Depression affects individuals in many ways and
expresses itself in various behavioral and thought
patterns that may not be fully captured with the
high-level categories of positive and negative af-
fect. GoEmotions’ main strength therefore lies
in its ability to extract fine-grained features span-
ning the breadth of human emotion, capturing de-
pressed individuals’ emotional experiences com-
prehensively. The different emotion feature sets
appeared to be somewhat complementary, as evi-
denced by the additive performance metrics shown
in Table 3; however, when predicting depression,
the combination of non-emotion LIWC features
and fine-grained GoEmotions features was as pre-
dictive as all features combined, suggesting that
all signal is contained within this feature subset.
In this work, this breadth enabled us to delineate
differences in how different types of emotions are
associated with depression and anxiety.

Depression severity was associated with large
differences in grief, pride, excitement, relief, and
disgust. In agreement with generally lower re-
activity (Rottenberg, 2017), less excitement was
predictive of depression. Grief manifestations are
similar to depression symptoms; though grief in
itself is not pathological, it often co-occurs with
depression (Aoyama et al., 2018). Additionally, de-
pressed individuals expressing less pride than their
non-depressed counterparts might be expected on
account of lower self-image, and matches findings
presented by Gruber et al. (2011). Caused by a
perception of violations of moral and social norms,
internally directed disgust, also termed self-disgust
or self-loathing, has been reported to be associated
with both depression and anxiety symptoms (Ille
et al., 2014). We further found that increased disap-
proval - and conversely, decreased approval - were
associated with anxiety symptoms. This may be
explained by disturbances in interpersonal sensi-
tivity and an inclination to be self-critical, which
have been described as characteristic of anxiety



MDD GAD
1 LIWC we GE negemo
2 GEE posemo GEE negemo
3  GEE joy GEE joy
4 GEE sadness GEE posemo
5  GE negemo GE posemo
6  LIWC bio LIWC bio
7  GE disappointment GE fear
8  GEE negemo GE sadness
9 LIWC sad LIWC health
10 LIWCi LIWC we
11 LIWC health LIWC posemo
12 GE posemo GE realization
13 GE excitement GEE sadness
14  GE admiration GE nervousness
15 GE sadness GEE fear
16 GEE anger LIWC negemo
17  GE confusion GE pride
18 GE pride LIWC anx
19 GE disapproval GE joy
20 GE joy LIWCi
21 GEE disgust GE disappointment
22 GE realization GE admiration
23 LIWC posemo GEE anger
24 GE relief GE excitement
25 GE approval GE disgust
26 GE disgust GE confusion
27 LIWC negemo GEE disgust
28 GE grief GE grief
29 GEE fear GE neutral
30 GEE neutral GE relief
31 GE fear GEE neutral
32  GE desire GEE surprise
33 GE remorse LIWC sad
34 GE curiosity GE desire
35 GE nervousness GE neutremo
36 GE embarrassment GE curiosity
37 LIWC anx GE gratitude
38 GE optimism GE disapproval
39 GE amusement GE love
40 GE neutremo GE embarrassment
41 GE neutral GE anger
42  GE gratitude GE approval
43 GE love GE annoyance
44  GE annoyance GE amusement
45  GE surprise GE remorse
46 GEE surprise GE caring
47 LIWC anger GE surprise
48 GE caring GE optimism
49 GE anger LIWC anger

Table 4: Random forest classifier features in order of
importance (most important first) for predicting MDD

(Ille et al., 2014).

Non-emotion LIWC features have established
utility for predicting depression and anxiety. These
features capture aspects of symptomatology out-
side emotion, such as increased self-focus, social
isolation, and usage of health-related words. Non-
emotion LIWC features would therefore be ex-
pected to be complementary to emotion features,
and our work confirms that and leveraging both
may achieve the best results. We trained a machine
learning model using these features in conjunction
with emotion features to predict depression (AU-
ROC 0.671) and anxiety (AUROC 0.657). That
these models show similar performance using the
same features to predict different outcomes may
be explained by the large overlap in symptoms
between anxiety and depression, e.g. both are char-
acterized by negative self-talk and hopelessness.
Additionally, depression and anxiety are often co-
morbid; indeed, in this dataset, 74.5% of assess-
ments with a GAD-7 score above the diagnosis
threshold also had a positive depression finding,
and 70.6% of positive anxiety questionnaires also
had a positive anxiety finding.

There are important ethical considerations when
analyzing patient-generated natural language to in-
fer mental state. Any passive monitoring of patient-
generated data may be considered invasive. Due to
the sensitive nature of personal health data, such
data are subject to protections that do not apply
to non-health data. When health-related insights
are derived from data that may be neither private
nor health-related (e.g. social media posts), obtain-
ing informed consent and handling inferences with
appropriate care is paramount. While academic
studies such as the current work are governed by
rigorous institutional ethics guidelines regarding
consent and data sharing, different rules apply to
healthcare organizations and commercial entities.
The use of technologies such as the ones presented
here may be acceptable if conducted by trusted
entities, such as healthcare providers, in order to
support care (Aredn et al., 2021); on the other hand,
consumers may be wary of commercial entities con-
ducting such analyses. Further research, as well as
applications of the findings presented here, must
take such considerations into account.

This work has several limitations. The data used
here stem from predominantly female, young, and
well-educated participants, and results may there-
fore not generalize to populations with a differ-

and GAD, as calculated by SHAP (Lundberg and Lee,112

2017). GE = GoEmotions. GEE = GoEmotions Ekman



ent makeup. If predictive algorithms were to be
deployed in practice, fairness may be a concern
if predictive performance differs for underrepre-
sented groups. In addition, the GoEmotions dataset
used to train the BERT-based models is drawn from
Reddit, which has been shown to have a dispropor-
tionately high representation of young male users
(Duggan and Smith, 2013). Though it is encour-
aging that models trained on these data produce
features that correlate well with symptom severity
in the current study, the development of annotated
datasets drawn from a more diverse population may
lead to models that better address linguistic and cul-
tural differences in the ways in which emotions are
expressed.

Several features used in the random forest classi-
fication model are expected to be highly redundant
(e.g. GoEmotions Cower sadness, GoEmotions Ek-
man sadness, and LIWC sadness; calculated nega-
tive emotion variables which are calculated using
sadness). However, interdependent features should
not affect the random forest’s ability to leverage
all features optimally to optimize predictive perfor-
mance.

This work enables and informs future work. We
showed that BERT-based emotion features are asso-
ciated with depression and anxiety status; however,
this work did not assess longitudinally if changes
in emotion track with changes in depression and
anxiety. While existing work demonstrated this
relationship for depression-related LIWC features
(Burkhardt et al., 2021), future work may aim to
ascertain whether changes in emotion features over
time also predict longitudinal patient trajectories.
This work also informs feature selection for fu-
ture work in depression and anxiety prediction.
Emotion variables can be obtained with a range
of extraction approaches. Our results indicate the
GoEmotions variables may be a better choice than
LIWC for emotions. Nevertheless, LIWC features
have a place in future work. LIWC’s syntactic
and topic features were shown in prior work to
be associated with depression scores as well as
longitudinal patient trajectories and continued to
demonstrate utility in this work.

We determined that fine-grained emotions mea-
sured in the language of individuals are associated
with and predict anxiety and depression status. The
associations we found reflect previous findings.
This work thus contributes evidence of the reliabil-
ity of such measurement approaches, supporting

the use of these methods in future work investi-
gating the nature of depression and anxiety. For
example, these features could aid investigations
into depression phenotypes through cluster analy-
sis, as well as psychology research investigating
the differential expression of similarly-valenced
emotions in depression and anxiety, e.g. by aiding
data collection.

Additionally, this work has important clinical im-
plications. Measurement-based care is facilitated
by periodic progress assessments, but additional
data collection incurs additional workload. In text-
based therapy, depression and anxiety status may
instead be automatically determined from already-
available patient messages. In clinical settings, in-
terpretability is essential; thus, models based on
interpretable features such as emotions may be pre-
ferred over black-box models classifying raw text
directly. Future work may therefore investigate
opportunities to leverage emotion-based predictive
models for clinical decision support.

5 Conclusion

Extraction methods differ in the quality of emotion
features extracted. With the data and approaches
presented here, emotion features extracted by
the GoEmotions BERT-based model not only ex-
plained more variance in univariate mixed-effect re-
gressions, but also contributed significantly to pre-
dictions of depression and anxiety status by a ran-
dom forest classifier. Further, while non-emotion
variables obtained from LIWC remain valuable in
linguistic modeling tasks, GoEmotions’ level of
granularity offers clinically relevant nuance that
prevailing tools cannot capture.
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