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Abstract
Models of mental health based on natural lan-
guage processing can uncover latent signals of
mental health from language. Models that in-
dicate whether an individual is depressed, or
has other mental health conditions, can aid in
diagnosis and treatment. A critical aspect of
integration of these models into the clinical
setting relies on explaining their behavior to
domain experts. In the case of mental health
diagnosis, clinicians already rely on an assess-
ment framework to make these decisions; that
framework can help a model generate meaning-
ful explanations.

In this work we propose to use PHQ-9 cate-
gories as an auxiliary task to explaining a social
media based model of depression. We develop
a multi-task learning framework that predicts
both depression and PHQ-9 categories as aux-
iliary tasks. We compare the quality of expla-
nations generated based on the depression task
only, versus those that use the predicted PHQ-9
categories. We find that by relying on clinically
meaningful auxiliary tasks, we produce more
meaningful explanations.

1 Introduction

Mental illness has a huge impact on the health and
well-being of the United States and world popula-
tions. In the US, 25% of the population suffered at
some point from mental illness 1. The urgency to
address the mental health crisis became even more
critical with the COVID-19 pandemic and its nega-
tive impact on mental health, burdening kids and
seniors especially (Loades et al., 2020). Depres-
sion is among the most prevalent mental disorders.
In the United States alone, 21 million adults had at
least one major depressive episode 2.

Computational linguistics and natural language
processing (NLP) research on mental health has

1https://www.nimh.nih.gov/health/statistics/mental-
illness

2https://www.nimh.nih.gov/health/statistics/major-
depression

received increased attention in the last decade, with
work on suicide risk assessment (Zirikly et al.,
2019; Shing et al., 2018; De Choudhury et al.,
2016; Coppersmith et al., 2018), anxiety prediction
and classification (Osadchiy et al., 2020), and de-
pression prediction and classification (Coley et al.,
2021; De Choudhury et al., 2013), among many
other tasks. Although clinical data was used for
some models (Penfold et al., 2021), prior work also
utilized other sources of data, such as social me-
dia to overcome challenges in data access and to
better understand what influences mental health on
a daily basis. The majority of the NLP research
on depression classification is focused on improv-
ing performance to achieve state-of-the-art models.
Such models typically act like a black box, and pre-
dictions are therefore not explainable. This results
in poor integration of these models into clinical
settings, given that clinicians need to understand
why a patient is identified as depressed, so that they
can make informed decisions in regards to diag-
nosis and evidence-based treatment (Zhou et al.,
2015). Additionally, it has been shown that black-
box models are not generalizable across different
data genres or domains (Harrigian et al., 2020).
This accentuates the need for explainable models,
as they could help to troubleshoot and understand
the transfer between datasets – e.g. within social
media or from social media to electronic health
records (EHR).

Recently, and with the proliferation of deep
learning in particular, explainable AI (XAI) has
attracted significant attention, with the field pub-
lishing multiple techniques that provide explana-
tions for machine learning models. Techniques
like LIME (Ribeiro et al., 2016) and SHAP (Lund-
berg and Lee, 2017) have been widely adopted and
proven to work in different domains, mental health
being one of them (Hu and Sokolova, 2021; Spruit
et al., 2022; Uddin et al., 2022).

Clinicians rely on ongoing assessment of pa-
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tient progress and well-being for therapeutic de-
cisions. Many assessment instruments exist, in-
cluding questionnaires such as the Patient Health
Questionnaire (PHQ-9) for depression and the Gen-
eral Anxiety Disorder (GAD-7) screener for anx-
iety. PHQ-9 (Kroenke et al., 2001) is one of the
most commonly used and validated depression as-
sessment tools that mental health clinicians and
primary care physicians use. The questionnaire ad-
dresses the presence and severity of nine symptoms
or categories such as problems with sleep, eating,
and self-harm to assess and monitor a patient’s de-
pression severity.

In this work, we leverage the availability of PHQ-
9, a clinically accepted and interpretable tool to
measure depression severity, and integrate its items
into depression classification models as auxiliary
classification tasks. We claim and prove that LIME
explanations generated for models that use such
clinically grounded auxiliary tasks are better and
more informative than explanations on other black-
box models that do not use these auxiliary models
in the decision process.

We summarize our contributions as follows:

• We created a manually labeled dataset that
highlights the most prominent terms in a tweet
as the explanation for depression,

• designed a multi-task learning framework that
uses PHQ-9 categories for depression classifi-
cation, and

• showed that using auxiliary models (PHQ-9)
improves the explainability of depression de-
tection models, regardless of the complexity
of the underlying model.

2 Related work

Depression classification has been an important
area of focus in mental health NLP in social me-
dia data and electronic health records (EHR). To
overcome the challenges of data access and to
create community-based datasets, many initiatives
started using Twitter and Reddit platforms to cre-
ate depression annotated datasets. These datasets
were collected using self-reported terms and reg-
ular expressions such as I was diagnosed with
depression (Coppersmith et al., 2015), or in the
case of Reddit, using mental health related sub-
reddits (e.g. r/ADHD) as a proxy to retrieve rel-
evant posts (Pirina and Çöltekin, 2018; Cohan

et al., 2018; Yates et al., 2017). Many common
techniques related to linguistic features are used
to perform the classification task such as using
LIWC in social media (Morales et al., 2017; Loveys
et al., 2018) and EHR (Bittar et al., 2021). Re-
searchers used a variety of machine learning tech-
niques that range from conventional methods such
as SVM (Tadesse et al., 2019; Yazdavar et al.,
2017) and LR (Yazdavar et al., 2017; Karmen et al.,
2015), to deep learning techniques such as feed-
forward networks (Geraci et al., 2017), CNN and
LSTM (Mumtaz and Qayyum, 2019; Kour and
Gupta, 2022). Many recent work also explored
the use of recent pre-trained language models to
improve the depression classification task perfor-
mance, such as BERT-CNN in (Rodrigues Maki-
uchi et al., 2019) and ALBERT (Owen et al., 2020).
There has been a line of research that focused on
predicting the symptoms (PHQ categories). (De-
lahunty et al., 2019) introduced a deep neural net-
work model to predict PHQ-4 scores in Reddit
depression dataset (Losada and Crestani, 2016)
and DAIC-WOZ transcribed clinical interviews
(Gratch et al., 2014). (Yadav et al., 2020) proposed
identifying the presence of the depressive symp-
toms using the auxiliary task of figurative usage
detection.

In the area of explainable AI (XAI), most the
work that has been done focused on using explain-
able techniques to highlight the most important
features in depression prediction. (Nemesure et al.,
2021) used SHAP values (Lundberg and Lee, 2017)
to highlight which features were most salient in
the depression classification model. (Choi et al.,
2020) used LIME to understand which features
weighed the most in identifying college students at
high risk of depressive disorder. In a recent work
by (Nguyen et al., 2022), the authors showed the
positive impact of using depression classifiers that
are constrained by PHQ-9 symptoms, on their gen-
eralizability across different datasets.

3 Data

In this work, we focus on social media data be-
cause public access to clinical datasets is limited.
The publicly available social media datasets that ad-
dress depression classification only contain labels
for depression (Coppersmith et al., 2015; Cohan
et al., 2018), and it is challenging to find publicly
available data that has annotations for both depres-
sion and PHQ-9 categories.
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For our experiments, we use the Depression to
(2) Symptoms (D2S) dataset (Yadav et al., 2020).
It is a collection of English only tweets that was
crawled using depression-related terms that can
be categorized into one of the PHQ-9 categories
(symptoms): (S1) lack of interest, (S2) feeling
down or depressed, (S3) trouble with sleeping,
(S4) lack of energy, (S5) eating disorder, (S6) low
self-esteem, (S7) concentration problems, (S8) hy-
per/lower activity, and (S9) self-harm.

The dataset contains the list of annotated tweet
IDs, and a total of 3738 tweets labeled as depressive
and 8417 as not depressive (control). The depres-
sive tweets are further annotated with symptoms,
where a label of 1 is assigned for S9 if the tweet
has mentions of self-harm thoughts, 0 otherwise,
and so forth for all 9 categories, where multiple cat-
egories can receive a 1 annotation. It is worth men-
tioning that the data, unlike PHQ-9 questionnaire,
does not have scores for each category, but only a
binary label. Additionally, the original dataset has
annotations for sarcasm and metaphor labels for
the depressive tweets, since Yadav et al. (2020) fo-
cused on the task of understanding how to classify
PHQ-9 categories using the sarcasm and metaphor
language labels. However, in our work we focus on
the depressive and PHQ-9 symptoms annotations,
with all annotations scoped at the tweet level, not at
the user level as is the case in some other datasets.

We collected the tweets corresponding to the
tweet IDs described in D2S using the Twitter API.
Some tweets had become unavailable since the pub-
lication of D2S, resulting in a reduced dataset with
2132 depressive tweets and 5698 control tweets.
Notwithstanding the change in dataset size, we
adopt the train, dev, and test splits of D2S to main-
tain consistency. Table 1 shows the characteristics
of the dataset splits, and the distribution of PHQ-9
annotations.

4 Depression classification models

Understanding the domain and the task should be
the foundation in designing an NLP model, as op-
posed to simply applying NLP state-of-the-art mod-
els that are hard to interpret. This is especially true
for clinical and mental health NLP, where a lack
of explainability would result in poor integration
in clinical settings. In our work, we aim to build
models that mimic a clinical setting, where the clin-
ician uses the scores from PHQ-9 questionnaires to
screen if a patient is suffering from depression and

to assess its severity.
In this section we discuss the approaches we

used to build models that predict if a tweet is de-
pressive or not. We propose three models; the first
two, similarly to previous literature, focus on the
depression classification task as a standalone prob-
lem, without considering how symptoms, in our
case the PHQ-9 categories, can help interpret and
influence the model’s performance. The last model
aims to study how predicting symptoms can help
in classifying depressive tweets.

In the following subsections, we will describe
our models and the balancing techniques we used to
address the skewed distributions for the depressive
and symptom labels.

4.1 Single task classification models

The task formulation for these models is as fol-
lows: given tweet t, classify if t is depressive (dep)
or has any of the symptoms (PHQ-9 categories)
enabled. For this task, we propose two simple
models: logistic regression (LR) and multilayer
perceptron (MLP). Both of these models take as
input the pre-processed tweet. The preprocessing
steps we have used include: lowercasing, tokeniz-
ing the tweet, normalizing the numbers (e.g. 123
-> 000), and removing tokens that occur less than
3 times in the training set. The preprocessed tweet
text was then vectorized using a term frequency-
inverse document frequency (TF-IDF) vectorizer
with L2 regularization. We are aware of more so-
phisticated methods to build representations of the
input text, such as applying and fine-tuning BERT
contextual embeddings (Devlin et al., 2018; Brown
et al., 2020), that could improve results. However,
the focus of this paper is not to provide the best per-
formance, but rather to show how using auxiliary
models can help in providing better explanations
for the depression classification models. Addition-
ally, we believe simpler input forms can make the
explainability process cleaner.

For each of the single task approaches, we build
10 different models that can address the classifica-
tion tasks separately (dep + 9 symptoms).

Logistic Regression In this model we use logis-
tic regression with a maximum of 50 iterations and
L2 regularizer. For balancing the data, we apply a
higher weight class for the 1:enabled class for each
of the depressive and symptom classes.

Table 2 shows the results of this model on the
test data, where the symptoms models are trained
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split control dep S1 S2 S3 S4 S5 S6 S7 S8 S9
train 3989 1615 237 235 97 140 173 426 69 51 468
dev 570 140 16 19 5 5 26 53 6 4 28
test 1139 377 32 110 35 29 51 89 6 6 113
all 5698 2132 285 364 137 174 250 568 81 61 609

Table 1: Data statistics

dep S1 S2 S3 S4 S5 S6 S7 S8 S9
Precision 0.725 0.214 0.353 0.923 0.8 0.677 0.324 0 0 0.513
Recall 0.629 0.188 0.109 0.343 0.414 0.412 0.528 0 0 0.513
F1 0.673 0.2 0.167 0.5 0.546 0.512 0.402 0 0 0.513

Table 2: Logistic regression results for the single classification task

dep S1 S2 S3 S4 S5 S6 S7 S8 S9
Precision 0.249 0.093 0.081 0.308 0.186 0.16 0.14 0.008 0.007 0.25
Recall 1 0.625 0.518 0.571 0.552 0.726 0.652 0.167 0.167 0.558
F1 0.398 0.161 0.139 0.4 0.278 0.262 0.231 0.015 0.013 0.345

Table 3: MLP results for the single-task classification

dep S1 S2 S3 S4 S5 S6 S7 S8 S9
Precision 0.765 0.761 0.764 0.768 0.765 0.767 0.766 0.77 0.767 0.767
Recall 0.508 0.489 0.487 0.503 0.487 0.517 0.512 0.49 0.502 0.503
F1 0.611 0.595 0.595 0.608 0.595 0.618 0.614 0.595 0.607 0.608

Table 4: MTL results for the multitask classification

on the depressive only tweets and tested on all the
test data (dep + control). We do not report accuracy
given how skewed the dataset is.

Multilayer Perceptron Our multilayer percep-
tron model (MLP) is a three-layer fully connected
feedforward network with a hidden layer of size
256. The best parameters obtained for this model
on the dev data are: learning rate of 1e-3, a batch
size of 32, dropout probability of 0.5, Adam opti-
mizer (Kingma and Ba, 2014), and cross-entropy
as the loss function. We minimize the impact of im-
balanced data by balancing each batch separately
for the 0/1 classes. Similarly to our LR model, the
symptoms classifiers use only the depressive tweets
for the training and development sets to minimize
the imbalance, and because the non-depressive
tweets are automatically given label 0 for each of
the symptoms. However, for testing we use both
depressive and control tweets to mimic the real-life
scenario where we don’t know the depression sta-
tus of a patient. The results of our MLP model are
depicted in table 3.

4.2 Multitask classification model

Our research question is based on studying the
impact of using auxiliary models (symptoms) to
generate better explanations for the depression clas-
sification model. Given that, we adopt a multi-
task learning (MTL) framework that classifies each
tweet as depressive or not, in addition to each of the
9 PHQ-9 categories (symptoms), simultaneously.
For comparability with our MLP model, we adopt
the same neural network design choices. the MTL
framework consists of multiple MLP networks, one
for each of the tasks, with the same parameters in
terms of dropout, learning rate, number of hidden
layers, optimizer, and loss function. Table 4 shows
the results of our MTL proposed model. Similarly
to LR and MLP, the symptoms classification task
uses only depressive tweets from the training and
development sets.

5 Depression model explanations

It has been argued that depression classification
models that use machine learning, and deep learn-
ing techniques in particular, have been hard to inte-
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grate into clinical settings due to the difficulty of
interpreting and explaining their results (Sendak
et al., 2019). In the literature, there are many
initiatives to generate explanations for blackbox
models such as LIME (Ribeiro et al., 2016) and
SHAP (Lundberg and Lee, 2017), which are highly
adopted and used. In our work, to test our hypoth-
esis, we compare the explanations generated by
LIME for each of the models listed in section 4 with
our in-house gold annotated explanations dataset.

5.1 Explanations dataset

We randomly sampled 105 tweets from the test
dataset that are depressive (D2S-explain), and man-
ually annotated them. We had one annotator that
is experienced in mental health research and its in-
tersection with computational linguistics that read
the tweets, and for each tweet identified the tokens
that signal depression or that are most relevant to
it. To evaluate the quality of the annotation, 25
randomly selected tweets from D2S-explain were
checked by another annotator that is also an expert
in mental health research with a degree in psychol-
ogy. The first annotator is not a native English
speaker, but has full professional proficiency in En-
glish, while the second annotator is a native English
speaker. The second annotator had three options:
accept, modify, or reject an explanation. This pro-
cess was repeated until we reached 85% agreement
for accept on the 25 tweets, after which the rest of
D2S-explain was re-annotated by the first annotator.

Figure 1 shows an example tweet and its corre-

I feel that existence is
pointless and everything is
hurting me to a point that I
can’t sleep anymore. My stomach
hurts every time I eat and I
feel that I need to throw up.

existence is pointless |
everything is hurting me

Figure 1: Example of manually labeling explanation
terms in a tweet

sponding manual annotations 3. Table 5 shows the
details of the number of tweets that have any of the
9 symptoms enabled. Upon acceptance we plan to
make the dataset publicly available under a DUA
as discussed in 7.

3All example tweets are paraphrased for privacy.

5.2 Explanations evaluation
For each of the three models we developed, we em-
ploy LIME to generate explanations for the D2S-
explain dataset. LIME is able to generate explana-
tions by creating an interpretable model that is an
approximation of the original model for each data
point (tweet) from the dataset. The LIME explana-
tions look like probability scores for all inputs (in
our case, tokens) that indicate how much they are
expected to have contributed to the output classifi-
cation. By looking at the highest-probability tokens
of a tweet, we can get a sense of what information
the model has used to make its prediction for that
tweet.

We identify the following three scenarios for
generating and evaluating the explanations:

• (D) We generate explanations for each of the
three models (LR, MLP, and MTL) for the
depressive classification task. We rank the ex-
planations (tokens) generated by LIME based
on their top relevance probabilities and use
the first ten tokens.

• (S/S-comb) In this scenario we generate the
explanations for the symptoms prediction task
for only the tweets that were predicted to have
the corresponding symptom (S) enabled and
that are correctly predicted by the model as
depressive. Additionally, we combine all the
explanations from the 9 symptoms models and
rank the relevance/contributing probabilities
of the tokens then pick the top ten tokens (S-
comb).

• (D+S) In this scenario, we combine the expla-
nations from the 9 symptoms models – same
criteria as scenario S, with the explanations
from scenario (D). Similarly to S-comb, we
rank the relevance probabilities for all the ex-
planations and pick the top ten.

The reason behind structuring the scenarios as pro-
posed is to reflect the research question we for-
mulated earlier and study the impact of using the
explanations generated from the auxiliary tasks to
help explain and interpret the depression models’
outputs, as opposed to using the depression classi-
fication models alone.

For evaluation, we use the recall metric since we
are mainly interested whether the models were able
to generate explanation tokens that match the ones
in the gold explanations. A prediction is considered
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S1(1) S2 S3 S4 S5 S6 S7 S8 S9
9 31 8 1 6 16 1 1 46

Table 5: Annotated test data sample stats

a true positive if the predicted explanation is fully
or partially in the gold explanation. For instance,
if the generated explanation is lost hope and the
gold explanation is lost hope in life, the explana-
tion is considered to be correct and the number of
true positives increases by 1. However, this partial
matching strategy only applies if the generated ex-
planation contains more than only function words,
stop words or pronouns; no credit is given for par-
tial matches of that type. The reason behind the
choice for a partial match evaluation is that it is
sufficient for a clinician or mental health expert to
see part of the term highlighted to understand why
a model signaled depression.

D Recall
LR 0.61
MLP 0.267
MTL 0.524

Table 6: Recall explanation results for scenario (D)

Tables 6, 7, and 8 show the recall performance
for each of the scenarios listed above, which will
be discussed in the next section.

6 Discussion

When we look at the results of the depression and
symptoms classification task in tables 2, 3, and 4,
we note that MLP yields the worst results across
almost all the labels (dep and symptoms), whereas
LR provides the best results for dep. However, its
performance on the symptoms is poor, especially
for concentration (S7) and activity (S8), where the
number of positive instances is very limited. The
MTL model, meanwhile, performs slightly worse
than LR for the dep class, but is able to perform
much better for all the symptoms and is not sus-
ceptible to the imbalanced nature of the data. For
instance, the F1-scores for S7 and S8 in the MTL
setting improve drastically. This observation sup-
ports the claim that using the symptoms with the
depression labels can provide more reliable per-
formance where we can think of the symptoms
predictions as the first layer of explanations we can
provide to the clinicians.

After applying LIME on each of the models, we

At certain times and without any
trigger, I think I am probably
not even mentally ill, but
rather just an attention seeking
sh**
mentally ill | attention seeking
sh** [gold annotation]
even, mentally, ..., seeking,
ill, attention [LR]
even, time, trigger, ...,
mentally, ill [MLP]
mentally, seeking, sh**,
trigger, mentally,..., ill,
attention [MTL]

Figure 2: Example of the explanations from LR and
MTL

note that the recall of the LR explanations is the
highest among the three models at 0.61 (table 6).
This is expected, given that LR performance on
the dep class is the highest. When we qualitatively
examined the explanations’ output and compare
the results between LR, MLP and MTL, we note
that both LR and MTL explanations contain more
relevant terms. Additionally, the fact that MLP per-
forms much worse on correctly predicting the dep
label affects the performance of the explanations
recall. Figure 2 shows a paraphrased tweet exam-
ple with the explanations generated from the three
models.

The main research question we aimed to address
is: does augmenting the explanations for depres-
sion models with those for PHQ-9 models provide
more meaningful explanation to clinicians than
those for depression models alone? To answer this,
we need to check the recall performance for each
of the three models for the D+S scenario in ta-
ble 8. For the LR model, although the performance
was poor for symptoms, the explanation recall in-
creased 1.9% when augmenting with the symptoms’
explanations. For MLP and MTL, the increase in
recall performance is smaller with almost 1%. In
MTL, we reason the smaller increase is caused by
the fact that the MTL model already utilizes the
symptoms to optimize the depression classification
performance in its network design, thus MTL ex-
planations produced for (D) reflects, to some extent,
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S/S-avg S1 S2 S3 S4 S5 S6 S7 S8 S9 S-comb
LR 0.057 0 0.01 0 0.019 0.076 0 0 0.152 0.152
MLP 0.267 0.267 0.267 0.267 0.267 0.267 0.267 0.267 0.267 0.267
MTL 0.533 0.533 0.495 0.524 0.533 0.524 0.514 0.533 0.533 0.533

Table 7: Recall explanation results for scenario (S/S-comb)

D+S dep
LR 0.629
MLP 0.276
MTL 0.533

Table 8: Recall explanation results for scenario (D+S)

augmenting with the symptoms. We note that in
the case of LR and MPL, the symptom models are
independent from the depression model, so LIME
explanations generated for those symptoms can-
not technically be interpreted as having explained
the depression model outputs. However, our results
show that augmenting with explanations from these
disjoint models improves recall of input tokens that
would aid a clinician in evaluating tweets that get
flagged as depressive, by focusing their attention
on clinically relevant information.

To further support our claim and to make sure
that ensembling multiple models will not also pro-
duce better results than D, we implement bagging
techniques. We create 9 random samples to mimic
the 9 symptoms sample size. For instance, sample
1 will randomly select 237 depressive and 1378
control tweets to mimic the size of the S1 dataset;
the same technique would apply for each of the
samples. We report the F1-score, in table 9, for
the worst and best model based on which sample
it has used. The results show a variance in per-
formance which made us further investigate the
recall performance of the explanations if we com-
bined the explanations from (D) with the random
9 models explanations. The results are depicted
in table 10 and show that (9samples+D) generates
worse results than (D) and (D+S).

Limitations We understand that our work and
results are limited in a number of ways. First, the
D2S dataset is a Twitter dataset, which by itself can
raise some questions about its reliability, however,
we justify our decision due to the lack of clinical
data access and this can be a proxy to prove our
hypothesis using the symptoms models. We are
also aware that the dataset is small and its distri-
butions are skewed. In future work, we hope that

we or other researchers can generate a large scale
dataset for depression with PHQ-9 score annota-
tions. Additionally, describing symptoms in tweets
can be challenging due to the short text that can-
not provide enough information about symptoms
and/or depression. Another limitation is that the
PHQ-9 annotations in D2S are binary, unlike the
4-point scale that is used in the PHQ-9 question-
naire, which allows to capture severity of symp-
toms. Choosing between 0 and 1 can be difficult
in gray area cases, and degrades annotation qual-
ity. Finally, the manually annotated explanations in
D2S-explain are only a proxy for what a clinician
might find most informative in assessing tweets
that are automatically flagged as depressive. Evalu-
ating the informativeness of explanations in a true
clinical setting would shed more light on this, but
is beyond the scope of this paper.

7 Ethics statement

Although Tweets are publicly available, given the
sensitivity of the task, we took the following extra
measures, in light of what has been previously pub-
lished by (Benton et al., 2017) and (Šuster et al.,
2017).

• We obtained access to the D2S dataset after
signing a data use agreement (DUA), and we
followed all the agreements and instructions
stated in the DUA. The dataset is stored on
a secure server and not published with other
researchers but those mentioned in the DUA
and got approval.

• We did not obtain institutional review board
(IRB) approval, since the dataset falls under
exempt determination and not IRB approval,
as stated in the code of federal regulations
CFR 46.101(b)(4)4 published by the United
States Department of Health and Human Ser-
vices (HHS).

• Our publicly available annotated explanations
dataset will enforce a DUA that will respect

4
https://www.hhs.gov/ohrp/sites/default/files/ohrp/policy/ohrpregulations.pdf
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worst model best model reported model
LR 0.645 0.684 0.692
MLP 0.384 0.42 0.398
MTL 0.668 0.692 0.611

Table 9: F1 performance results with bagging

original model 9samples 9samples+D
LR 0.629 0.5 0.6
MLP 0.276 0.21 0.24
MTL 0.533 0.472 0.51

Table 10: Explanations recall performance with bagging

all the requirements of the D2S dataset DUA,
in addition to any extra needed regulations
and instructions.

8 Conclusion

Providing models that are explainable and adopt
clinically grounded questionnaires is critical in
building NLP solutions that can be integrated in
clinical settings. In this work, we show that us-
ing auxiliary models, namely for PHQ-9 cate-
gories/symptoms, in combination with the depres-
sion classification models, allows us to generate
explanations that are more meaningful and have
higher recall when evaluated against a gold stan-
dard dataset of manually annotated explanations.
This implies that we need to conduct more studies
that can benefit from clinical practices and mea-
sures, and integrate it into the modeling design
choices. To the best of our knowledge, we are the
first to produce gold annotations of explanations
for the depression classification task, and conduct
a thorough analysis on how augmenting with the
symptoms can improve the quality of the explana-
tions.
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