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Abstract

Natural language processing tools have been
shown to be effective for detecting symptoms
of schizophrenia in transcribed speech. We an-
alyze and assess the contribution of the various
syntactic and morphological categories towards
successful machine classification of texts pro-
duced by subjects with schizophrenia and by
others. Specifically, we fine-tune a language
model for the classification task, and mask all
words that are attributed with each category
of interest. The speech samples were gener-
ated in a controlled way by interviewing in-
patients who were officially diagnosed with
schizophrenia, and a corresponding group of
healthy controls. All participants are native He-
brew speakers. Our results show that nouns are
the most significant category for classification
performance.

1 Introduction

Psychotic disorders such as schizophrenia are char-
acterized by several symptoms, such as delusions,
hallucinations, and thought disorders. Thought dis-
orders are described as disturbances in the normal
way of thinking, typically presented as various lan-
guage impairments, such as disorganized speech,
which is related to abnormal semantic associations
between words (Aloia et al., 1998), and poverty of
speech, a thought disorder that is associated with
impairments in lexico-semantic retrieval (Nagels
et al., 2016). Disorganized speech is divided into
several markers, such as derailment, characterized
by the usage of unrelated concepts in a conversa-

tion; tangentiality, which happens when providing
oblique or irrelevant answers to a question; and
incoherence, also known as “word salad”, refers
to speech that is incomprehensible at times due to
multiple grammatical and semantic inaccuracies
(Bar et al., 2019).

The diagnosis of schizophrenia is mostly based
on a professional psychiatric review. However,
some studies show that a computational linguis-
tic analysis may help with diagnosis. Fraser et al.
(1986), for example, demonstrated that by using
a discriminant function analysis of linguistic vari-
ables it is possible to predict diagnoses with an
accuracy rate of 79%.

There have been many attempts to study speech
impairments that are related to thought disorders
using a computational method. Some of those
studies analyze the frequency of using different
part-of-speech categories, such as nouns and verbs.
For example, Obrębska and Obrębski (2007) re-
ported a significantly lower frequency of adjectives
in schizophrenic speech than in healthy control
speech. On the other hand, they reported a higher
frequency of verbs used by patients. Tang et al.
(2020) measured a low frequency of adverbs in
speech produced by patients with schizophrenia.
Ziv et al. (2022) analyzed speech produced by He-
brew speaking patients with schizophrenia and re-
ported low frequencies of words inflected in the
third person or in the past tense. Aligned with
previous work, they also reported lower frequen-
cies of adverbs. It has been shown (Kircher et al.,
2005) that patients with schizophrenia are produc-
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ing grammatically simpler speech than healthy peo-
ple. The results are not always consistent; Tang
et al. (2021), for example, reported high frequen-
cies of adverbs and adjectives in schizophrenic
speech, in contrast to the reports made by other
works. Until very recently, the large majority of
those studies were conducted with English speak-
ing patients.

One of the most popular technologies in natural
language processing (NLP) is language modelling.
A language model is essentially a function that as-
signs a probability to a given sequence of words
occurring in a sentence. There are different ways
to fit a language model to a certain distribution,
typically using massive collections of texts. An
autoregressive model conditions the probability of
a word on the text that has already been seen in di-
rection of reading. On the other hand, masked lan-
guage models (MLM) are given the full sentence,
while learning to assign probability to a randomly
chosen hidden (masked) word. Such models are
typically used as the basis for an algorithm that
aims at solving a specific downstream task, such
as sentiment analysis or document classification.
In the first phase, the models are pre-trained for
the word-probability assignment using a large un-
labeled collection of texts, and later are fine-tuned
on a labeled dataset for a specific downstream task.
While the autoregressive models are more suitable
for generation tasks, MLMs are typically the best
option for fine-tuning on classification tasks.

This development of pre-trained language mod-
els provides us with the opportunity to examine the
importance of certain morphosyntactic categories
in speech of patients with schizophrenia, and com-
pare it to that of a healthy control group. Specifi-
cally, we fine-tune an MLM to classify transcribed
speech segments into patient or control categories,
and examine its performance under extreme situ-
ations of hiding (masking) words that belong to a
specific syntactic or morphological category.

While most existing techniques use some sort of
counting method, in this study, we explore an al-
ternative innovative way for assessing the salience
of a specific category for detecting schizophrenic
speech. We utilize the original masking technique
of an MLM, by naturally masking out specific mor-
phosyntactic categories and measure the perfor-
mance of the model on a downstream classification
task.

The experimental results show a decrease in pre-

diction accuracy once nouns are masked, suggest-
ing that nouns are more informative than other cat-
egories we tested for differentiating between pa-
tients and controls. Our participants are all native
Hebrew speakers.

2 Related Work

Computational modeling has been studied in re-
lation to cognitive disorders in order to fill the
gap between theoretical models and biological evi-
dence. Lanillos et al. (2020) reviews popular neural
network models for autism spectrum disorder and
schizophrenia, using different types of input. Both
disorders are characterized by an altered percep-
tion of the world. According to this review, models
of schizophrenia mainly concentrate on positive
symptoms, such as hallucinations and delusional
behavior (e.g., Hoffman and McGlashan (1997);
Horn and Ruppin (1995)). However, there are also
models that target other symptoms such as distur-
bances of attention (Cohen and Servan-Schreiber,
1992) and movement disorders (Yamashita and
Tani, 2012).

The use of computational linguistic models has
been applied to studying language abnormalities
related to mental illness, specifically schizophrenia.
Disorganized speech, including derailment, inco-
herence, and tangentiality, is among the common
symptoms of schizophrenia being studied by re-
searchers using computational methods (e.g., Bedi
et al. (2015); Pauselli et al. (2018); Iter et al. (2018);
Bar et al. (2019); Just et al. (2020)). Hitczenko et al.
(2021) reviews computational methods that per-
form linguistic analysis of psychosis, focusing on
three language abnormalities: disorganized speech,
poverty of speech, and flat affect. Many stud-
ies have employed latent semantic analysis (LSA)
and word embedding models (e.g., word2vec and
GloVe) to measure disorganized speech. Typically,
the embeddings are used to measure semantic simi-
larity between words in the sentence, or between
entire sentences or paragraphs, to assess semantic
cohesion as a predictor for disorganized speech.
In several studies (e.g., Elvevåg et al. (2007); Iter
et al. (2018); Just et al. (2019)), psychosis patients
scored significantly higher on disorganization than
controls. However, Hitczenko et al. (2021) argues
that the measures are not consistent across other
studies.

As mentioned in the previous section, most of
those works analyze transcribed speech spoken in
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English, which is characterized by a relatively sim-
ple morphological system. Some recent studies
have been exploring similar techniques applied
to other languages, such as German (Just et al.,
2020) and Hebrew (Bar et al., 2019). The latter
have studied derailment, a symptom of thought
disorder characterized by switching between top-
ics and jumping from one disconnected thought
to another. They measure derailment in speech
through semantic similarity of adjacent words us-
ing their embeddings. It was found that patients
with schizophrenia are more likely to derail than
healthy controls, consistent with previous studies
(Bedi et al., 2015; Iter et al., 2018). Further, they
examine incoherence in schizophrenic patients, to
see how they use adjectives and adverbs to describe
specific nouns and verbs. Their analysis makes use
of a dependency parser for Hebrew, which yields a
word-dependency list for each sentence. Using de-
pendencies, they discovered that the adjectives and
adverbs used by the controls are more similar to
those commonly used to describe the same nouns
and verbs.

There are not many works that leverage language
models to analyse text for detecting mental health
symptoms, such as we do. In a recent work (Tang
et al., 2021), BERT (Devlin et al., 2019), a large En-
glish language model, has been used to encode full
sentences and compare the resulting embeddings
of adjacent sentences for measuring tangentiality.
Their results reflect increased tangentiality among
patients with schizophrenia.

In our work, we use a language model as a tool
for assessing the contribution of six morphosyn-
tactic categories to the classification of transcribed
speech into patients or controls.

3 Participants and Data Collection

We interviewed 49 males, aged 18–60, divided into
control and patient groups, all speaking Hebrew
as their first language. The patient group includes
23 inpatients from the Be’er Ya’akov–Ness Ziona
Mental Health Center in Israel who were admitted
following a diagnosis of schizophrenia. Diagnoses
were made by a hospital psychiatrist according to
the DSM-5 criteria (American Psychiatric Associ-
ation DSM-5 Task Force, 2013) and a full psychi-
atric interview. Each participant was rewarded with
approximately $8. The control group includes 26
men, mainly recruited via an advertisement that we
placed on social media. Exclusion criteria for all

participants were as follows:

(1) participants whose mother tongue is not He-
brew;

(2) having a history of dependence on drugs or
alcohol over the past year;

(3) having a past or present neurological illness;
and

(4) using fewer than 500 words in total in their
transcribed interview.

Additionally, the control group had to score be-
low the threshold for subclinical diagnosis of de-
pression and post-traumatic stress disorder (PTSD).
Most of the control participants scored below the
threshold for anxiety. Most of the patients scored
above the threshold for borderline or mild psy-
chosis symptoms on a standard measure.1 See Sec-
tion 3.1 for more information about the measures
we use in this study.

The demographic characteristics of the two
groups are presented in Table 1.

Patients were interviewed in a quiet room at the
department where they are hospitalized by one of
our professional team members, and the control
participants were interviewed in a similar room
outside the hospital. Each interview lasted approx-
imately one hour. The interviews were recorded
and later manually transcribed by a native Hebrew
speaking student from our lab. All participants
were assured of anonymity, and told that they are
free to end the interview at any time.

After signing a written consent, each participant
was asked to describe 14 images picked from the
Thematic Appreciation Test (TAT) collection; the
images were presented one by one. We used the
TAT images identified with the following serial
numbers: 1, 2, 3BM, 4, 5, 6BM, 7GF, 8BM, 9BM,
12M, 13MF, 13B, 14, and 3GF. All images are
black and white, including a mixture of men and
women, children and adults. Each picture stands
by itself, presented alone and has no relation to
the other pictures. The participants were asked to
tell a brief story about each image based on four
open questions: What led up to the event shown
in the picture? What is happening in the picture at
this moment? What are the characters thinking and
feeling? What is the outcome of the story? The

1Our patient group is composed of inpatients who are un-
dergoing treatment with medications; therefore, higher scores
were not expected.
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Control Patients Statistics
N 26 23
Age mean (SD) 25.46 (6.28) 33.15 (9.72) t = 3.38**
Education years mean (SD) 11.96 (0.15) 11.30 (1.15) t = 2.98**
Place of residence (frequencies) χ2 (3,55) = 8.84, p = .03

Southern Israel 1 7
Central Israel 22 16
Northern Israel 2 0
Jerusalem 1 0

Marital status (frequencies) χ2 (1,49) = 0.055, p = .81
Single 4 3
Married 22 20

Income (frequencies) χ2 (3,49) = 3.06, p = .38
Low 5 4
Lower than average 6 4
Average 9 13
Higher than average 6 2

PANSS positive subscale 8.91 ± 3.91
PANSS negative subscale 7.82 ± 3.74
PANSS total subscale 16.73 ± 6.23

Table 1: Demographic characteristics by group. **p < .005.

interviewer remained silent during the respondent’s
narration and offered no prompts or questions.

After describing the images, the participant was
asked to answer four open questions, one by one.
The four questions are listed in Table 2. As be-
fore, the interviewer remained silent during the
respondent’s narration and offered no prompts or
questions.

Once all 18 components (14 image descriptions
and 4 open questions) were answered, each partic-
ipant was requested to fill in a demographic ques-
tionnaire as well as some additional questionnaires
for assessing mental-health symptoms, which we
describe next.

3.1 Symptom Assessment Measures

3.1.1 Control group
The control participants were assessed for symp-
toms of depression, PTSD, and anxiety.

Depression. Symptoms of depression were
assessed using Beck’s Depression Inventory–II
(BDI–II) (Beck et al., 1996). The BDI–II is a 21-
item inventory rated on a 4-point Likert-type scale
(0 = “not at all” to 3 = “extremely”), with summary
scores ranging between 0 and 63. Beck et al. (1996)
suggested a preliminary cutoff value of 14 as an
indicator for mild depression, as well as a thresh-
old of 19 as an indicator for moderate depression.

BDI–II has been found to demonstrate high relia-
bility (Gallagher et al., 1982). We use a Hebrew
version of BDI–II (Hasenson-Atzmon et al., 2016).

PTSD. Symptoms of PTSD were assessed using
the PTSD checklist of the DSM–5 (PCL–5) (Weath-
ers et al., 2013). The questionnaire contains twenty
items that can be divided into four subscales, corre-
sponding to the clusters B–E in DSM–5: intrusion
(five items), avoidance (two items), negative alter-
ations in cognition and mood (seven items), and
alterations in arousal and reactivity (six items). The
items are rated on a 5-point Likert-type scale (0 =
“not at all” to 4 = “extremely”). The total score
ranges between 0 and 80, provided along with a
preliminary cutoff score of 38 as an indicator for
PTSD. PCL–5 has been found to demonstrate high
reliability (Blevins et al., 2015). We use a Hebrew
translation of PCL-5 (Bensimon et al., 2013).

Anxiety. Symptoms of anxiety were assessed
through the State Trait Anxiety Inventory (STAI)
(Spielberger et al., 1970). The STAI question-
naire consists of two sets of twenty self-reporting
measures. The STAI measure of state anxiety
(S-anxiety) assesses how respondents feel “right
now, at this moment” (e.g., “I feel at ease”; “I
feel upset”), and the STAI measure of trait anxi-
ety (T-anxiety) targets how respondents “generally
feel” (e.g., “I am a steady person”; “I lack self-
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ID Question
1 Tell me as much as you can about your bar mitzvah.∗

2 What do you like to do, mostly?
3 What are the things that annoy you the most?
4 What would you like to do in the future?

Table 2: Four open questions asked during the interview. ∗Bar mitzvah is a Jewish confirmation ceremony for boys
who have reached the age of 13.

confidence”). For each item, respondents are asked
to rate themselves on a 4-point Likert scale, rang-
ing from 1 = “not at all” to 4 = “very much so”
for S-anxiety, and from 1 = “almost never” to 4 =
“almost always” for T-anxiety. Total scores range
from 20 to 80, with a preliminary cutoff score of 40
recommended as indicating clinically significant
symptoms for the T-Anxiety scale (Knight et al.,
1983). STAI has been found to demonstrate high
reliability (Barnes et al., 2002). We use a Hebrew
translation of STAI (Saka and Gati, 2007).

3.1.2 Patients
Psychosis symptoms were assessed by the 6-
item Positive And Negative Syndrome Scale
(PANSS–6) (Østergaard et al., 2016). The original
30-item PANSS (PANSS–30) is the most widely
used rating scale for schizophrenia, but it is rela-
tively long for use in clinical settings. The items
in PANSS–6 are rated on a 7-point scale (0 = “not
at all” to 6 = “extremely”). The total score ranges
from 0 to 36, with a score of 14 representing the
threshold for mild schizophrenia, and a score be-
tween 10 and 14 defined as borderline disease or as
remission. PANSS–30 has been found to demon-
strate high reliability (Lin et al., 2018), while Øster-
gaard et al. (2016) reported a high correlation be-
tween PANSS–6 and PANSS–30 (Spearman cor-
relation coefficient = 0.86). We used the Hebrew
version of PANSS–6 (Lin et al., 2018). The range
of positive and negative symptoms are presented in
Table 1.

4 Analysis

4.1 Preprocessing
We treat every response to any one of the 18 ques-
tions as a training/evaluation instance for our clas-
sifier. Overall we have 414 responses generated by
patients, as well as 468 responses that were gen-
erated by controls. The responses are written in
Hebrew, a morphologically rich Semitic language;
Hebrew words are inflected for person, number,

and gender, resulting in a relatively complicated
word-production process. We preprocess each re-
sponse using the Ben-Gurion University (BGU)
morphological tagger (Adler and Elhadad, 2006),
a context-sensitive morphological analyzer for He-
brew. The tagger displays morphosyntactic infor-
mation for each word in the text, including part-of-
speech tags, as well as information about person
and number.

4.2 Classification Methodology

We use a Hebrew MLM to classify a response into
the two groups, patients or controls. As mentioned
before, MLMs are trained in two phases. During
the first, also known as pre-training, the model is
trained with a large set of text in which 15% of the
input tokens are masked using a special mask token
for which the model is trained to predict. In the
second phase, also known as fine-tuning, the model
is adapted for a downstream task using a relatively
small set of annotated examples. For classification
tasks, such as ours, the common practice is to add
another neural dense layer connected to the output
vector of the initial token. Therefore, we fine-tune
a pre-trained language model using a portion of
the dataset, and evaluate its performance on the
remaining instances. To assess the contribution of
different syntactic and morphological categories
for the classification performance, we fine-tune
the model several times individually, each time we
mask all words of a selected category. We focus
on four parts of speech including nouns, verbs,
adverbs, and adjectives. Those are all considered
as content words, rather than functional ones. In
addition, we examine first-person and third-person
words. Overall, we examine six morphosyntactic
categories.

In all our experiments, we use Aleph-
BERT (Seker et al., 2021), a pre-trained
language model for Hebrew, to perform se-
quence classification using the Transformers
library (Wolf et al., 2019). Specifically we use
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AutoModelForSequenceClassification
with the alephbert-base model code. The
AlephBERT model was trained on data collected
from three different Hebrew text sources: the
OSCAR corpus (Ortiz Suárez et al., 2020), Hebrew
tweets, and the Hebrew Wikipedia.

Given a category M , we begin each experiment
by dividing the collection of responses into 80:20
train and test sets, respectively, by making sure
the label distribution remains similar to the origi-
nal dataset. We tokenize each response using the
AlephBERT tokenizer, which was designed to trun-
cate responses longer than the model’s 512-token
limitation. We proceed with the following three
steps:

1. We iterate through all train and test responses
and mask2 all tokens that were attributed with
M by the BGU Tagger. By design, the Ale-
phBERT tokenizer may break words in the
middle; therefore, to be more precise we mask
all tokens that were broken from a word that
was attributed with M by the BGU tagger. We
then fine-tune the model on the masked train
set and evaluate on the corresponding masked
test set. We use accuracy as an evaluation
metric.

2. As a control experiment, we mask tokens ran-
domly by considering every token for masking
using a Bernoulli trial with probability equals
to the probability of occurrence of M . Same
as before, we fine-tune the model on the mod-
ified train set and evaluate it on the modified
test set.

3. We repeat this experiment 30 times, each time
with a different random state, which affects
the splitting to train and test sets, as well as
on the random masking procedure, and calcu-
late the average accuracy scores for both, M -
based masking and random masking. After
confirming the scores are normally distributed,
we conduct a t-test in order to measure the im-
pact of M -based masking by comparing its
accuracy with the one achieved by random
masking.

It should be noted that the random states that we
use in the experiments are identical across differ-
ent categories, to make sure that we use the same

2With the special token [MASK].

train/test splits in the 30 executions of each cate-
gory.

5 Results

Figure 1 displays the probability of each mor-
phosyntactic category to appear in the responses
of patients and controls. All participants use more
nouns and third-person words than verbs, adverbs,
adjectives, and first-person words. The high fre-
quency of third-person words is reasonable, since
in most of the interview, the participants were asked
to describe the situation as they interpret from a
picture that was presented to them. Neither group
uses a significant proportion of first or third person
tokens. However, we can see that the inpatients
use nouns and verbs slightly more often, whereas
the controls use more adjectives and adverbs. The
difference in adverbs has been confirmed to be sta-
tistically significant according to a Welch’s unequal
variances t-test (at p < 0.0005).

The classification results, under different mask-
ing conditions are summarized in Table 3. The ta-
ble displays the difference between the mean classi-
fication accuracy of masking each morphosyntactic
category (the Morph. Masking column), compared
to a random masking of tokens with the same proba-
bility of occurrence (the Random Masking column).
We run t-tests and provide the outcome statistics
in the last two columns. The accuracy at the base-
line level (i.e., no masking) is 84.4%. Standard
deviations range between 5.5 and 6.5 percent for
all accuracy measures. Unsurprisingly, most of the
accuracy results listed in the table are below the
baseline score. We expected that masking words
at high rates may be detrimental for the classifica-
tion performance. We do see some accuracy scores
above the baseline score; however, the differences
are minor and has no statistical significance.

We can clearly see the impact of masking nouns
and adverbs on the classification performance. Es-
pecially when nouns are being masked, the accu-
racy decreases significantly compared to random
masking at the same token-masking rate. The other
categories do not show a significant decrease in
accuracy compared to random masking at the same
rate.

To confirm our results, we design another exper-
iment in which all words in the text except nouns
and adverbs, are masked. Like before, we compare
the classification accuracy with a control model in
which we use random masking at the same rate,
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Figure 1: Usage percentage of selected syntactical and morphological categories. *p < 0.0005 (per Welch’s unequal
variance t-test).

as described before. In spite of the fact that we
have masked more than 72% of the words in the
text, the model has been able to achieve an ac-
curacy of 82.8%, compared to 75% achieved by
the random-masking model. This difference has
been confirmed to be statistically significant by
conventional standards, according to a t-test (at
p < 0.0005). These results provide a consistent ev-
idence that nouns and adverbs are more important
than other categories for the classification task.

6 Discussion

We notice that nouns and adverbs make the biggest
impact on the performance of the classifier, sug-
gesting that those syntactic categories are the most
informative to the model. Comparing with random
masking of the same number of words, the accu-
racy drops significantly (p < 0.0005) when nouns
are being masked. With adverbs, the difference
in accuracy is less significant (p = 0.058). Based
on the numbers assembled in Figure 1, we cannot
attribute our findings to the frequency of usage of
those categories. Whereas nouns are used more
frequently than the other categories, adverbs are
much less frequent. For adverbs, at least, we see
a significant difference in the frequency of usage
between the two groups; controls use them more.
Adverbs are typically used in tandem with a verb;
however, it turns out that the patients use slightly
more verbs than the controls, although to an in-
significant degree. Therefore, we believe that the
significant difference in usage frequency of adverbs
may be the reason for the impact that they make on

classification performance.
As for nouns, we see no evidence for a usage fre-

quency difference between the two groups. We
believe that the reason for the impact made by
masking nouns on the classification performance
might be related to the importance of nouns in the
syntactic tool set of patients with schizophrenia.
Our results may suggest that the patients convey
their messages more through nouns than through
other linguistic categories. Nouns are considered
the backbone of a language; it has been shown
that English-speaking children acquire knowledge
of nouns before verbs (Gentner, 1982). Nouns
are considered easier to learn than verbs, proba-
bly due to their imageability (McDonough et al.,
2011). Therefore, we presume that focusing more
on nouns when conveying a message may be an
indicator of poverty of speech. The way patients
use nouns is slightly different from how controls
do. This difference makes it easier for the model
to predict schizophrenic symptoms. The source of
the difference may be related to the type of nouns
that they choose to use in a sentence, the similarity
among the nouns in a sentence, or their syntactic
relations with other words in the sentence. Since
Hebrew is a highly inflected language, it could also
be that patients inflect nouns differently than con-
trols. We plan to further investigate the source of
the difference in follow up work.

7 Ethical Considerations

This research was approved by the Helsinki Ethical
Review Board (IRB) of the Be’er Ya’akov–Ness
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Morph. Category Morph. Masking Random Masking t p

No masking (baseline) 84.4% - - -
Noun 82.2% 84.6% 4.7809 p < .0005*
Verb 83.1% 84.0% 1.2646 p = .2161
Adverb 82.3% 83.5% 1.9739 p = .0580
Adjective 84.1% 84.9% 1.7963 p = .0829
First person 84.5% 84.9% 1.9598 p = .0597
Third person 83.2% 82.3% -1.9527 p = .0606

Table 3: Accuracy scores under different masking conditions. *p < 0.0005.

Ziona Mental Health Center. Participants were
guaranteed anonymity. The data was stored on a
secured server, with limited access provided only
to the authors of this paper.

Like with every other machine-learning model,
there is a risk that the training data is unbalanced.
Specifically, we do not intentionally balance the
dataset for ethnicity or political affiliation. More-
over, this work is based on interviews with men
only. Additionally, the language model that we
use, AlephBERT, was trained on large and less
controlled datasets. That may introduce some ad-
ditional aspects of bias. Therefore, our study may
harbor the danger of over-reliance on possibly bi-
ased machine tools.

We do not mean to suggest that an algorithm
can or should be used to diagnose schizophrenia
automatically. This study should not be considered
as a building block for an apparatus that takes au-
tomatic decisions about topics related to mental
health. Our intention is, rather, to use computa-
tional tools to identify and study the importance
of various linguistic characteristics for diagnosing
schizophrenia. Like other machine-learning ap-
plications, explainability is currently a problem-
atic issue (what is it about the usage of nouns that
contributes significantly to the model’s success in
classification?), and undue reliance on machine
classification should be eschewed.

8 Conclusions

We studied the relative importance of several
morphosyntactic categories for transcribed speech
towards the classification task of distinguishing
schizophrenia sufferers and controls. This was
based on interviews of 23 male inpatients at a men-
tal health center in Israel, officially diagnosed with
schizophrenia, as well as 26 control participants;
all are native Hebrew speakers. The interviews
were manually transcribed and divided into indi-

vidual responses that the participants provided for
18 discussion topics. Four topics were open-ended
questions, and the rest were TAT images that were
shown to the participants who were asked to de-
scribe the situation they see in the image.

We trained a natural-language-processing classi-
fier by fine-tuning AlephBERT, a relatively large
Hebrew language model, to distinguish between
responses generated by patients and controls. To
evaluate the contribution of different syntactic and
morphological categories to the classification per-
formance, we fine-tune the model each time by
masking words of one specific category, and com-
pare the classification performance with the same
model trained on texts that were instead masked
randomly for the same number of words. When
the category-masked model performed more poorly
than the randomly-masked model, we attribute it to
an increased importance of the corresponding cate-
gory. This new, masking method of evaluating the
significance of linguistic features promises to be of
use in many additional feature evaluation tasks.

Overall we examined six categories, and found
(unsurprisingly) that nouns are the most important
for distinguishing between patients and controls.
We believe that it has to do with the idea of nouns
being easier to capture in the mind due to their im-
ageability. Given that nouns are used in comparable
frequency by patients and controls, our findings re-
veal that the patients use nouns in a different way
than do controls. We plan to investigate this further
by looking more closely at the potential sources for
this difference, in order to check how they may be
related to poverty of speech.
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