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Abstract

In recent years, we have seen a surge in the
propagation of online hate speech on social
media platforms. According to a multitude of
sources such as the European Council, hate
speech can lead to acts of violence and con-
flict on a broader scale. That has led to in-
creased awareness by governments, companies,
and the scientific community, and although the
field is relatively new, there have been con-
siderable advancements in the field as a result
of the collective effort. Despite the increas-
ingly better results, most of the research fo-
cuses on the more popular languages (i.e., En-
glish, German, or Arabic), whereas less pop-
ular languages such as Bulgarian and other
Balkan languages have been neglected. We
have aggregated a real-world dataset from Bul-
garian online forums and manually annotated
108,142 sentences. About 1.74% of which can
be described with the categories racism, sex-
ism, rudeness, and profanity. We then devel-
oped and evaluated various classifiers on the
dataset and found that a support vector machine
with a linear kernel trained on character-level
TF-IDF features is the best model. Our work
can be seen as another piece in the puzzle to
building a strong foundation for future work on
hate speech classification in Bulgarian.

Keywords: hate speech, natural language pro-
cessing, classification, Bulgarian

1 Introduction

The term ”hate speech” means public speech that
expresses hate or encourages violence toward a
person or group based on race, religion, sex, or
sexual orientation1. Hate speech is not something
new. We can find evidence of it throughout his-
tory ranging from Ancient Greece, through Rome
and the middle ages up to modern times. It is no

1www.dictionary.cambridge.org/us/dictionary/english/hate-
speech

surprise that during times when the most promi-
nent thinkers were freely expressing their hateful
opinions and discrimination against minorities was
part of both the law and religion, hate speech was
omnipresent. However, identifying hate speech
is a complex problem. Who decides what hate
speech is? Aristotle would probably not consider
his writings hateful, but two thousand years later,
we might.

Today, social media platforms can enable people
with discriminatory views to express their opinions
more openly and under anonymity. Furthermore,
there have been multiple occasions in which there
is a connection between online hate speech and
increased violent hate-based activities. Two very
prominent examples of increased hate speech on-
line following real-world events are a) hate speech
towards immigrants and Muslims following the
Manchester and London attacks after the UK left
the EU. (Travis, 2017); b) an uptick in racist and
xenophobic harassment incidents following the
Presidential election in the US. (Okeowo, 2017).
By the year 2020 hate crime had already achieved
global recognition. In total, 118 countries and inter-
national organizations have laws on hate speech2.

The connection between hate speech and hate
crime has also already been studied more thor-
oughly in academia (Müller and Schwarz, 2021).
In general, studying human behavior at scale by
utilizing social media data has been the focus of
researchers’ attention for 15 years (Lazer et al.,
2009). While much research has been devoted to
big platforms like Facebook and Twitter and fo-
cuses on a small number of languages, more re-
cently, research on smaller and more specialized
communities (Mooseder et al., 2022) and less pop-
ular languages (Nurce et al., 2021; Shekhar et al.,
2020; Ljubešić et al., 2018) has become increas-

2www.futurefreespeech.com/global-handbook-on-hate-
speech-laws
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ingly visible. We follow this branch of research
and focus our attention on content in a language
underrepresented in scientific research, namely Bul-
garian.

Bulgarian is a language spoken by approximately
8 million people around the globe, however, it plays
an important historical role as the first Slavic lan-
guage to have an official alphabet. It was created
and developed in the 9th century AD by the Saints
Cyril and Methodius and their disciples. It was
the first Slavic language into which the Bible was
translated.

Although not as damaging as the examples men-
tioned above, Bulgaria suffers from an extremely
high incidence of hate speech towards represen-
tatives of ethnic, religious, or sexual minorities
(Lozanova et al., 2017; Ivanova, 2018). Figure 1—
showing the sentiment distribution of 1,475 com-
ments in Bulgarian following the Syrian refugee
wave—illustrates the gravity of the problem. Arti-
cle 162, paragraph 1 of the Bulgarian penal code
penalizes the more extreme forms of hate speech,
hence one can conclude that Bulgaria currently suf-
fers from two problems in terms of hate speech
prevention. First, the detection of hate speech and
encouragement towards violent acts. Second, is the
enforcement of the law. This paper aims to address
the first of these two points by collecting, filtering,
and manually annotating real-world data, and by
implementing, evaluating, and comparing various
supervised learning models.

The contributions of this article are:

• We have manually annotated 108,142 Bulgar-
ian sentences and made this dataset publicly
available. 3

• 1,878 of these sentences can be described as
being hate speech, namely in the categories
racism, sexism, rudeness, and profanity.

• We have tested multiple classifiers and ap-
proaches on the dataset and compared their
performances.

• The best model in terms of F1 score is a
support vector machine with a linear kernel
trained on character-level TF-IDF features.
The model achieved a macro F1 score of 0.73.

3http://www.pfeffer.at/data/bulgarian/

Figure 1: Sentiment distribution of 1,475 comments
in Bulgarian, following the Syrian refugee wave
(Lozanova et al., 2017).

2 Related work

The rising visibility of hate speech on the online
social platform has resulted in a continuously grow-
ing rate of published research into different areas
of hate speech (Tontodimamma et al., 2021). Due
to the enormous volume of data that needs to be
checked, more focus has been put on automatic
detection algorithms.

Detecting hate speech has become an essential
topic in the natural language processing community
(Mohiyaddeen and Siddiqi, 2021). As a result, a
wide range of approaches to text classification was
applied, and new datasets were created (Waseem
and Hovy, 2016). The issue is that some more mi-
nor, less represented languages go under the radar.
There have been efforts for language-agnostic text
classification (Feng et al., 2020), however, these
languages remain mainly ignored by the scientific
community. Bulgarian, for example, is one such
language.

Some efforts (Dinkov et al., 2019) have been
made toward detecting toxicity in news articles in
Bulgarian, but the datasets tend to be too small. In
recent years there have been numerous advances
in natural language processing conducted by Bul-
garian researchers on various topics. In (Koeva
et al., 2020) the authors present a new corpus of
national legislative documents. In (Zhikov et al.,
2012) a multi-class multi-label classifier for social
news is presented. In (Marinova, 2019) the author
compares the performance of classifiers trained
on features generated by a variety of state-of-the-
art pre-trained embeddings models for tasks such
as Named Entity Recognition and Classification
(NERC) and Part-of-Speech (POS) Tagging. In
(Kapukaranov and Nakov, 2015) a movie review
dataset in Bulgarian, sentiment lexicon, and a first-
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Figure 2: The sentence lengths in our dataset follow a long tail distribution. (Tail has been cut at 40 for better
readability.

of-its-kind fine-grained sentiment classifier are pre-
sented. Word normalization methods such as stem-
ming (Nakov, 1998) and lemmatization (Iliev et al.,
2015) have also been explored, enabling more ad-
vanced natural language processing pipelines, sen-
timent analysis, and others.

To address the problem of hate speech. an auto-
matic detection algorithm has to be created. Usu-
ally, this is done by training a machine learning
model in a supervised manner for which huge
amounts of annotated data are required. Some au-
thors (Waseem and Hovy, 2016) also incorporate
social network data features in the model training,
however, we have abstained from this and focused
explicitly on natural language.

3 Data

The data required for our purpose was natural lan-
guage written informally in Bulgarian and, if possi-
ble, written as part of a dialogue or a comment on
a subject.

The biggest portion of data was directly pro-
vided by the Bulgarian forum BG-Mamma4 which
is the biggest Bulgarian forum and its main user
base is mostly comprised of current or future par-
ents. Except the data provided by them we also
scraped other forums such as BG-Jargon5 and BG-
Nacionalisti6 (BG-Nationalists). BG-Jargon is a
website that collects Bulgarian slang words and

4www.bg-mamma.com
5https://www.bgjargon.com/
6https://bg-nacionalisti.org/

phrases and includes example sentences of how
each word is used in everyday life. We have
scraped exactly those sentences. BG-Nationalists
is an extremist right-wing political forum. About
80% of the data is from BG-Mamma.

The sentences consist on average of 14.3 words
(median 11, standard deviation 12.2). All of the
websites above contain mostly informal communi-
cation. This is further confirmed by the distribution
of the sentence length as seen in Figure 2 with
moth sentences being short but also having a very
long tail. While we can find one ”sentence” with
685 words, 75% of sentences are 18 words or less.
Due to the nature of the main source of the data
(BG-Mamma) we were expecting predominantly
non-hateful sentences.

3.1 Labeling

Text classification is almost always performed in a
supervised way. For this reason, a labeled dataset
is required.

At first, we approached this by manually labeling
entire ”comments” or ”opinions” which are multi-
sentence posts, however, after a few thousand sam-
ples we noticed that within multi-sentence hateful
posts, hate usually occurs within only one sentence,
hence we decided to do sentence classification in-
stead. We split the initial ”comments” dataset into
a sentence dataset which greatly increased the sam-
ple count. The final result was a total of 108,142
manually annotated sentences, Unfortunately, even
before the split, the data was severely imbalanced.
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Figure 3: Distribution of each sentence class in the
dataset. The x-axis is in a logarithmic scale.

The split made the imbalance even greater as you
can see in Figure 3. The major disproportion in
the dataset forced us to unify all hateful categories
into one and perform a simple binary classification.
This led to a dataset with 106,264 non-hateful and
1,878 hateful sentences.

3.2 Data preprocessing

Text data is one of the most disorganized and un-
structured data types possible. That makes data
preprocessing one of the deciding factors for the
final quality of a model.

Cleaning the BG-Mamma dataset required the
most time out of all the text gathered. Originally
the text was in a BBCode-format7. BBCode tags
and other format-specific syntax were removed to
clean the text. An algorithm to eliminate posts
appearing once as a standalone comment and a sec-
ond time when they were being mentioned was also
developed. Aside from this, HTML code, URLs,
punctuation, stopwords, and all numbers were re-
moved. The text was also made lowercase.

Lemmatization in linguistics is the act of group-
ing together different word forms so that a text pro-
cessing algorithm can recognize them as a single
word. In itself, lemmatization is complex because
it has to identify the word on a part-of-speech level.
For this project, lemmagen38 was used.

Stemming is usually considered a more naive
version of lemmatization. That is due to the fact
that stemming does not consider the context of
the word, but only its morphology. Stemming re-
moves or stems the last few characters of a word,
often leading to incorrect meanings. In (Nakov,
1998) the author argues that stemming and lemma-
tization have achieved a similar performance in
experiments. The stemmer described in that paper

7https://en.wikipedia.org/wiki/BBCode
8https://github.com/vpodpecan/lemmagen3/

was also used in this project. Along with the soft-
ware package9, different rule sets are provided. All
of them are included in the evaluation. Both the
lemmatizer and the stemmer were evaluated and
compared.

Vectorization. As already mentioned, text data
is one of the most unstructured data types. One of
the worst qualities is that it is of variable length.
To offset that, the so-called vectorization is per-
formed. Vectorization is the process of transform-
ing unstructured text into a fixed-size numerical
representation (usually a vector) that is easier to
understand by a machine (Schütze et al., 2008).
There are various ways to do this from simple bag-
of-words or bag-of-characters methods and the fa-
mous TF-IDF to neural network embeddings (Ben-
gio et al., 2000) using pre-trained models such as
BERT (Devlin et al., 2018) or Word2Vec (Mikolov
et al., 2013). We have primarily focused on TF-
IDF, however, embeddings we have also evaluated
some pre-trained embeddings such as the stacked
embeddings from FlairNLP (Akbik et al., 2018,
2019), FastText (Joulin et al., 2016) and others.

Data imbalance As previously mentioned, the
dataset is significantly imbalanced (Günnemann
and Pfeffer, 2017). There are various ap-
proaches to offset this. For this, we focused on
imbalanced-learn’s and scikit-learn’s implementa-
tions (Lemaı̂tre et al., 2017; Pedregosa et al., 2011).
One can address this issue by oversampling the mi-
nority class, undersampling the majority class, or
a mix of both. Two of the most basic approaches
to handling imbalanced data consist of either repli-
cating the minority class samples until the class
distribution becomes uniform or providing class
weights for each class to the classifier which will
correct the loss function correspondingly.

A more advanced technique for oversampling
is called ”Synthetic Minority Over-sampling Tech-
nique” or just SMOTE (Chawla et al., 2002). The
algorithm works by finding the nearest neighbor of
a sample point from the minority class in feature
space. Then it chooses a random point between
them, which is then added to the dataset. This algo-
rithm’s effectiveness has been thoroughly evaluated
and usually achieves a performance boost, although
some authors suggest that the commonly accepted
method for synthetic instance creation may not be
the best one (Bajer et al., 2019).

9https://pypi.org/project/bulstem/
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Figure 4: Comparison between the performance of preprocessors with two different vectorizers. (log-scale)

4 Models

For the classification, we trained classical ma-
chine learning models such as the logistic regres-
sion, support vector machines (Platt et al., 1999),
decision trees (Breiman et al., 2017), random
forests (Breiman, 2001) and naive bayes classifiers
(Schütze et al., 2008).

We also evaluated the performance of several
neural network architectures. The most basic of
which is a shallow neural network with Keras’
(Chollet et al., 2015) embedding layer and Tensor-
Flow’s (Abadi et al., 2015) TextVectorization layer.
Another architecture we evaluated is the one dis-
cussed in (Zhang et al., 2015). We used another ar-
chitecture that was based on pre-trained Word2Vec
embeddings which was fine-tuned on the corpus,
and its weight matrix was used to set the weights of
a Keras embedding layer. After that, the architec-
ture proposed above for the Character-Level-CNN
was used again. Lastly, we also used the stacked
embeddings model for text classification provided
by the FlairNLP framework in a similar fashion as
in (Marinova, 2019).

5 Analysis

The disparity in the distribution of the categories
made us rethink how we should observe the classi-
fiers’ performance. A dummy classifier predicting
only one class has 98% accuracy. For this reason,
the primary metric we used is macro F1 which is
an arithmetic mean of the F1-Score for both classes
and also the positive F1 score. The imbalance is
ignored by using the mean of the two scores, and
the two classes are equally weighted.

However, other metrics can also be chosen, such

as balanced accuracy, if the classifier is to be used
in more practical settings (e.g., in the industry).
Balanced accuracy is defined as the average of
recall for all categories in the classification. It is
used as a substitute for accuracy for imbalanced
datasets. It is also much easier to interpret than
F-Score.

For the evaluation, the dataset was split into a
training and testing set (75% train, 25% test). A 75-
25 proportion instead of 70-30 was used because
it allowed for a better distribution of the main five
categories in both datasets. Furthermore, although
binary classification was performed, due to the data
imbalance, the data was still split following a strat-
ified approach for all five categories to achieve a
similar distribution in both datasets. That was done
to offset any additional bias towards one of the
categories.

5.1 Comparing preprocessing techniques
Stemming vs. Lemmatization Before evaluat-
ing the performance differences in vectorizers, we
wanted to see which preprocessing technique was
the best. To do that, we prepared five pipelines: one
without any preprocessing, one with lemmatization
enabled, and three with stemming enabled, each
with a different, more punishing, rule-set. At first,
we used only the basic word TF-IDF vectorizer but
later, after finding the best vectorizer (see following
subsections), we decided to re-do this evaluation.
The classifier used is scikit-learn’s support vector
machine implementation with a linear kernel (also
called LinearSVC), but similar outcomes were ob-
served with other classifiers.

Figure 4 depicts the results. The results show
that stemming outperforms lemmatization. Espe-
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Figure 5: Performance comparison of vectorizers

Classifier (macro) f1-score precision recall
SimpleNN 0.686 0.4246 0.347
Word2Vec 0.6523 0.2675 0.3821
Word2Vec+CNN 0.6850 0.3232 0.4615
FlairNLP 0.7172 0.5193 0.3860
Character-Level CNN 0.6359 0.2828 0.2808

Table 1: Performance comparison between all neural networks.

cially in a setting where words are used as fea-
tures, level two stemming performs best. How-
ever, omitting to preprocess helps boost classifier
performance when using character-level features,
and despite the better performance, at first sight,
we believe that omitting the stemming adds more
robustness to the model when using a character-
level vectorization. This is because the Bulgarian
language is very rich in prefixes and suffixes and
stemming at such a high level might disrupt the
meaning of a word. Hence we have decided to stick
to no preprocessing and unless otherwise specified,
everything will be evaluated on a dataset without
lemmatization or stemming in the following sub-
sections.

Vectorizers In total, six vectorizers were eval-
uated on two different classifiers—a logistic re-
gression and a linear support vector machine (Lin-
earSVC). Three word-level and three character-
level vectorizers were chosen. The classifiers’
macro F1-Score performances are visualized in
Figure 5. From the Figure, it can be seen that for
both classifiers, the character-level preprocessing
tends to outperform the word-level vectorization.

Hence, unless otherwise specified, from this point
onward, everything will be evaluated on data with
character-level uni- to pentagrams.

Another key consideration is that some character
n-grams that are too often seen in the dataset can be
ignored due to the enormous class imbalance. This
parameter is called maximum document frequency.
The rightmost bar on the figure (”(1-5)-gram char tf-
idf+”) is the same as the one before it but includes
a maximum document frequency of 40% as well.
As it can be seen, although it does offer an increase
in performance, it is more or less negligible.

5.2 Models

Neural networks For the more basic network, Ten-
sorFlow’s Text Vectorization layer was used, again
at a character level (but this time without TF-IDF
enabled due to an immense increase in training
times), followed by an embedding layer with an
output dimension of 64. After that, the output of the
embedding layer goes through a 1D max. pooling
layer to reduce the dimensions and is consequently
fed into a sequence of three dense layers, each with
64 neurons and a ReLU activation. We have not
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Figure 6: Precision-Recall-Curves for all classical machine learning classifiers without oversampling.

included any of the more simple neural networks
with LSTM/Convolutional layers in this evaluation
as they did not increase the performance of the
model significantly enough.

The other networks are the FlairNLP stacked em-
beddings network, the Character-Level CNN from
(Zhang et al., 2015), and the Word2Vec embed-
dings network (once with convolutional layers and
once without). The results are summarized in Table
1.

All in all, the FlairNLP stacked embeddings
model achieved the best performance. It is also
the slowest model to train and uses the most pre-
trained embeddings (four pre-trained models in
total). The Word2Vec model with the CNN ar-
chitecture and the simple neural network come in
close second and third. An interesting note is that
the Word2Vec+CNN model achieved the best re-
call score. A surprise was the performance of the
Character-level CNN. It is the second-largest model
on the list with a total of 96M parameters but it per-
formed worse even than the simple neural network.

Classical machine learning models Firstly, a
naive dummy classifier was created to benchmark
the other models. The dummy classifier predicts us-
ing a uniform strategy, so each class has equal prob-
ability. After that, seven classifiers with default
parameters were trained once on the dataset prepro-

Classifier Balanced Accuracy
SimpleNN 0.6695
Word2Vec+CNN 0.7224
LinearSVC 0.4202
Logistic Regression 0.5350

Table 2: Performance comparison between selected
models in terms of balanced accuracy.

cessed as discussed in previous sections and once
on the same dataset but additionally with SMOTE
oversampling enabled. Surprisingly, most of the
classifiers either underperformed or showed no sig-
nificant improvement on the oversampled dataset
and were thus omitted for the sake of brevity.

The results are shown in Figure 6. The classi-
fiers are compared based on their precision-recall
curves, as well as the overall area under the curve
(auPRC) and f1-score. The overarching winner in
both setups was the linear support vector classifier
with logistic regression coming in a close second.
In the end, the LinearSVC managed to achieve an
f1-score of 0.728.

5.3 Balanced Accuracy

As previously mentioned, although F1 is the stan-
dard metric for comparing classifiers, in a more
practical setting, better metrics can be found. The
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main reason for this is that F1 is not as easy to
interpret as other metrics may be. An excellent
example of a suitable metric for a scenario like that
is balanced accuracy.

Much to our surprise, some of the worst classi-
fiers in terms of F1 are, in fact, the best ones in
terms of balanced accuracy. In Table 2, we can see
a selection of the previously evaluated models. As
it becomes clear from the table, although the classi-
cal machine learning models are indeed the overall
winners in terms of F1-score, they fall behind in
terms of balanced accuracy.

6 Discussion

Hate speech has always been a problem in society.
The internet revolution reinforced the problem by
providing instant connectivity across social media
and anonymity. There also exists mounting evi-
dence of a connection between hate speech online
and hate crime. All of this has led to increased
attention towards hate speech not only from the
general public, but also from governments and pri-
vate organizations.

Because of its online nature, and hence the
amount of data that is being constantly generated,
hate speech lends itself very well to automatic de-
tection by an artificial intelligence model. To do
this, however, large and robust datasets are required,
and although they do exist, most of them are fo-
cused on languages with a strong internet presence
such as English. As a result, many of the not so
well represented languages—such as Bulgarian—
are mostly ignored.

Multiple reports have shown that hate speech is
an even greater problem in Bulgaria than in other
countries. For this reason, the scientific commu-
nity in Bulgaria should follow in the footsteps of
such communities in other countries and focus on
the issue. A first step in doing that is to create
datasets that can be used for training purposes of
future research. We believe that by sharing our
dataset consisting of 108,142 manually annotated
sentences, we can contribute making that first step.

A further contribution of this paper is the eval-
uation of a variety of machine learning methods
for the task of text classification in Bulgarian in an
imbalanced setting, including some state-of-the-art
approaches.

7 Future Work

Despite the continuing efforts of the scientific com-
munity, there are some fundamental issues with
solving hate speech classification. For example,
in (Arango et al., 2019), the authors argue that re-
searchers have become overly optimistic about the
results of their classifiers. That is because most re-
search papers focus only on datasets coming from
one source. That causes the models (usually deep
neural networks) to overfit and are rarely able to
generalize well on new datasets. Therefore, the
creation of multiple datasets is compulsory for the
development of a robust predictive model.

Another issue is annotator bias. In (Waseem,
2016), Waseem discusses how much the influence
of annotators on the performance of classifiers and
suggests that systems trained on data labeled by ex-
perts perform better than those labeled by amateurs.
That leads us to another fundamental issue with
hate speech classification: who defines what hate
speech is? To mitigate any annotator bias future
datasets should not only be annotated by experts
but also, if possible, by different people.

Another important point that could be addressed
in the context of imbalanced text classification is
data augmentation (DA). Data augmentation is the
process of creating artificial data to improve the per-
formance of a classifier. One can argue that some
aspects of data augmentation are already included
by incorporating SMOTE into the preprocessing
pipeline; however, SMOTE works on the feature
space of the vectorized textual data. What might
greatly impact the classifier’s performance would
be to augment the data at the textual level. There
are multiple ways of performing this, from using a
thesaurus to substitute words on a synonym level to
using model embeddings (for example, Word2Vec)
to sample neighboring words. This approach has
been shown to increase the performance of hate
speech classifiers. (Rizos et al., 2019; Bayer et al.,
2021)

A further unexplored method to improve the
classifiers’ performance is employing additional
feature engineering methods such as named en-
tity recognition and part-of-speech taggers. These
methods would enrich the feature space and result
in a better classifier.

Lastly, if the context in which a model is to be
used is social media, a further feature engineer-
ing idea would be to take user metadata such as
age, location, or gender into account. Furthermore,
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a ”hate score” could be calculated for each user
based on her or his past posts or her/his connec-
tions’ past posts by utilizing social network analy-
sis techniques.
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Pelicon, and Matthew Purver. 2020. Automating
News Comment Moderation with Limited Resources:
Benchmarking in Croatian and Estonian. Jour-
nal for Language Technology and Computational
Linguistics, 34(1):49–79. https://jlcl.org/content/2-
allissues/1-heft1-2020/ jlcl 2020-1 3.pdf.

Alice Tontodimamma, Eugenia Nissi, Annalina Sarra,
and Lara Fontanella. 2021. Thirty years of research
into hate speech: topics of interest and their evolution.
Scientometrics, 126(1):157–179.

Alan Travis. 2017. Anti-muslim hate crime surges
after manchester and london bridge attacks. The
Guardian.

Zeerak Waseem. 2016. Are you a racist or am I seeing
things? annotator influence on hate speech detection
on Twitter. In Proceedings of the First Workshop on
NLP and Computational Social Science, pages 138–
142, Austin, Texas. Association for Computational
Linguistics.

Zeerak Waseem and Dirk Hovy. 2016. Hateful symbols
or hateful people? predictive features for hate speech
detection on Twitter. In Proceedings of the NAACL
Student Research Workshop, pages 88–93, San Diego,
California. Association for Computational Linguis-
tics.

Xiang Zhang, Junbo Zhao, and Yann LeCun. 2015.
Character-level convolutional networks for text classi-
fication. Advances in neural information processing
systems, 28.

Valentin Zhikov, Ivelina Nikolova, Laura Toloşi, Yavor
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