
(Dis)embodiment 2022

Proceedings of the 2022 CLASP
Conference on (Dis)embodiment

Simon Dobnik, Julian Grove and Asad Sayeed (eds.)

Gothenburg and online
15–16 September 2022



CLASP Papers in Computational Linguistics, Volume 4
©2022 The Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
209 N. Eighth Street
Stroudsburg, PA 18360
USA
Tel: +1-570-476-8006
Fax: +1-570-476-0860
acl@aclweb.org

ISBN 978-1-955917-67-4
ISSN 2002-9764

ii



Introduction

This volume contains the papers presented at the CLASP Conference on (Dis)embodiment at the
Department of Philosophy, Linguistics and Theory of Science (FLoV), University of Gothenburg, held
on September 15–16, 2022.

(Dis)embodiment brings together researchers from several areas examining the role of grounding
and embodiment in modelling human language and behaviour – or limits thereof. The conference
covers areas such as machine learning, computational linguistics, theoretical linguistics and philosophy,
cognitive science and psycholinguistics, as well as artificial intelligence ethics and policy.

Papers were invited on topics from these and closely related areas, including (but not limited
to) large-scale neural language modelling, both text-only and multimodal; training corpus and test
task development; visual, dialogue and multi-modal inference systems; neurolinguistic and psycho-
linguistic experimental approaches to human language processing; philosophical discussions of linguistic
groundedness and embodiment (or limits thereof) as it pertains to computational modelling; semantics
and pragmatics in neural models; dialogue modelling and linguistic interaction; formal and theoretical
approaches to language production and comprehension; statistical, machine learning and information
theoretic approaches that either avoid or embrace groundedness and/or embodiment; methodologies and
practices for annotating dialogue and multi-modal datasets; visual, dialogue and multi-modal generation;
text generation in both the dialogue and monologue settings; multimodal and grounded approaches to
computing meaning; semantics-pragmatics interface; social and ethical implications of the development
and application of neural language models, as well as relevant policy implications and debates.

This conference aims to initiate a genuine discussion between these related topics and to examine
different approaches and how they can inform each other. It features 3 invited talks by leading
researchers, 9 peer-reviewed archival papers and 7 non-archival presentations.

We would like to thank all our contributors and programme committee members, with special thanks
to CLASP for organising the hybrid conference and our sponsors SIGSEM http://sigsem.org, the ACL
special interest group on semantics, and the Swedish Research Council for funding CLASP.

Simon Dobnik, Julian Grove and Asad Sayeed

Gothenburg

September 2022
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Invited talk 1: Afra Alishahi

Getting closer to reality: Grounding and interaction in models of human language acquisition

Humans learn to understand speech from weak and noisy supervision: they manage to extract structure
and meaning from speech by simply being exposed to utterances situated and grounded in their daily
sensory experience. Emulating this remarkable skill has been the goal of numerous studies; however
researchers have often used severely simplified settings where either the language input or the extralin-
guistic sensory input, or both, are small-scale and symbolically represented. I present a series of studies
on modelling visually grounded language understanding.

Invited talk 2: Felix Hill

Three studies that show that artificial models of general intelligence learn better with language

Having and using language makes humans as a species better learners and better able to solve hard
problems. I’ll present three studies that demonstrate how this is also the case for artificial models of
general intelligence. In the first, I show that agents with access to visual and linguistic semantic knowl-
edge explore their environment more effectively than non-linguistic agents, enabling them to learn more
about the world around them. In the second, I demonstrate how an agent embodied in a simulated 3D
world can be enhanced by learning from explanations – answers to the question “why?” expressed in
language. Agents that learn from explanations solve harder cognitive challenges than those trained from
reinforcement learning alone, and can also better learn to make interventions in order to uncover the
causal structure of their world. Finally, I’ll present evidence that the skewed and bursty distribution of
natural language may explain how large language models can be prompted to rapidly acquire new skills
or behaviours. Together with other recent literature, this suggests that modelling language may make a
neural network better able to acquire new cognitive capacities quickly, even when those capacities are
not necessarily explicitly linguistic.

Invited talk 3: Magnus Sahlgren

The Singleton Fallacy: why current critiques of language models miss the point

There is currently a lively debate about the semantic (in)capabilities of current language models: do
language models really understand language or are they simply stochastic parrots? Are we wasting our
time in the pursuit of bigger and bigger models, and should we instead be climbing some other hill in the
NLP landscape? This talk provides an overview over the different positions in the debate, and attempts
to disentagle the debate by pointing out an argumentation error that is referred to as the singleton fallacy.
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