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Abstract

Causality detection and identification is cen-
tered on identifying semantic and cognitive
connections in a sentence. In this paper, we
describe the effort of team LTRC for Causal
News Corpus - Event Causality Shared Task
2022 at the 5th Workshop on Challenges and
Applications of Automated Extraction of Socio-
political Events from Text (CASE 2022) (Tan
et al., 2022a). The shared task consisted of
two subtasks: 1) identifying if a sentence con-
tains a causality relation, and 2) identifying
spans of text that correspond to cause, effect
and signals. We fine-tuned transformer-based
models with adapters for both subtasks. Our
best-performing models obtained a binary F1
score of 0.853 on held-out data for subtask 1
and a macro F1 score of 0.032 on held-out data
for subtask 2. Our approach is ranked third in
subtask 1 and fourth in subtask 2. The paper de-
scribes our experiments, solutions, and analysis
in detail.

1 Introduction

A sizeable amount of text is generated every day
due to increase in the amount of news available
online from news portals and social media. Data
available on social, political, and economics has
the potential to revolutionise data-driven analysis
(Barik et al., 2016). Causality identification and
span detection (Do et al., 2011) is one such data-
driven task. It is one of the many natural language
processing (NLP) studies that attempts to address
inference and comprehension. A causal relation is
a semantic relationship between cause argument
and effect argument such that the occurrence of one
contributes to the occurrence of the other.

Cause is a span of text that results in the occur-
rence of an effect event. An effect is a span of text
that is the consequence of the cause event and a
signal is a span of text that binds both the cause and
effect events. Together the study of cause and effect
can help in understanding what agents contribute
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to the causes and the effects they create. Causality
identification and span detection on climate sci-
ence domain helps in analysing the rapid climate
changes (Ionescu et al., 2020). Similarly analy-
sis on financial domain news (Mariko et al., 2022)
can help in improving trading strategies. Further
examples include social, economic, and political
sciences where the effects created by causes such
as a change in policy can be identified over a period
of time and analyzed.

Causal Text Mining have been shown to be
beneficial for downstream tasks like summariza-
tion (Izumi et al., 2021; Hidey and McKeown,
2016), question answering and making inferences.
Task 3 (Event causality identification) of CASE @
EMNLP 2022 (Tan et al., 2022a) aims at automati-
cally identifying sentences that have a cause-effect
event and extracting spans of text relating to cause,
effect, and signal events. The shared Task 3 is
divided into two sub-tasks:

Subtask 1: Causal Event Classification The
first subtask identifies if a given event sentence
contains any cause-effect.

Subtask 2: Cause-Effect-Signal Span Detec-
tion This subtask identifies the spans correspond-
ing to cause and effect per sentence.

The causal news corpus (Tan et al., 2021, 2022b)
comprises 3,559 event sentences, extracted from
protest event news, that have been annotated with
sequence labels on whether it contains causal re-
lations or not. Subsequently, causal sentences are
annotated with cause, effect, and signal spans. For
both tasks, we use a Transformer-based model
(Vaswani et al., 2017). We use adapters (Pfeif-
fer et al., 2020), a parameter-efficient fine-tuning
method, in conjunction with a pre-trained model
with strong language understanding and generation
abilities (Liu et al., 2019). Recent research has
shown that this method is robust to over-fitting in
low-resource settings (He et al., 2021). In this way,
the large pre-trained model RoBERTa, remains
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Labels
Causal | Non-causal | Total
Train | 1603 1322 2925
Dev 178 145 323
Test | 176 135 311
Total | 1975 1602 3559

Table 1: Data split for sentences in subtask 1

frozen, and only small modules the model parame-
ters are optimized. This effectively retains acquired
knowledge in the pre-trained language model. The
first task was treated as a binary classification task
with a single label for the input sentence, while for
the second task, label was predicted for each input
word of the sentence.

2 System Description

2.1 Data

The data consists of English news in the socio-
political and crisis context, extracted from Auto-
mated Extraction of Socio-political Events from
News (AESPEN) in 2020 (Hiirriyetoglu et al.,
2020) and Challenges and Applications of Auto-
mated Extraction of Socio-political Events from
Text (CASE) in 2021 (Hurriyetoglu et al., 2021) .

Figure 1 contains few annotated examples from
the causal news corpus. The causes are highlighted
in green, effects in purple and signals in cyan. Both
cause and effect must be present in a same sentence
to mark it as causal. The organizers made 3 datasets
available for both the subtasks: train, dev, and
test. Later UniCausal, a Causal Text Mining data
(Tan et al., 2022c) was released to be used for both
the subtasks. The labels for test data were not
announced for both subtasks.

For subtask 1, around 869 news documents and
3559 English sentences were annotated with labels
on whether they contained causal relations or not.
Table 1 presents the sentence counts per data split.

For subtask 2, positive causal sentences from
subtask 1 were retained and annotated with cause-
effect-signal spans. From the total positive sen-
tences, 180 sentences were annotated and there
could be multiple relations per sentence. The data
splits were: 130 train and 13 development.

After combining the causal news corpus and Uni-
Causal corpus, the total number of unique samples
on adding train and dev datasets are 6767 for sub-
task 1 and 1249 for subtask 2. We used 20% of the
combined dataset for validation.
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Causal

The attack on Karayogams had sparked sharp reactions from the CPM leaders
Following the incident the labourers went on a dharna and stopped work

Three people were killed and 69 others injured in the explosion

Non causal

The demonstrations pose a real problem, not just for the British but for others too

The protest march started at 7.30 p.m. but the police blocked it before it reached
the venue

Figure 1: Annotated examples from Causal News Cor-
pus. Causes are in highlighted in green, Effects in purple
and Signals in cyan.

2.2 Solutions

Transformer based language models models
(Vaswani et al., 2017) that have been pre-trained on
massive amounts of text data and then fine-tuned
on target tasks have resulted in significant advances
in NLP (Liu, 2019; Yang et al., 2019), with state-of-
the-art results across the board. However, models
like BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019) have millions of parameters, making
sharing and distributing fully fine-tuned models
for each individual downstream task prohibitively
expensive.

Adapters (Pfeiffer et al., 2020), which consist of
only a small set of newly introduced parameters at
each transformer layer, are a lightweight alternative
to full model fine-tuning. Because of their modu-
larity and compact size, adapters overcome several
limitations associated with full model fine-tuning:
they are parameter-efficient, they speed up training
iterations, and they are shareable and composable.
Furthermore, adapters typically outperform state-
of-the-art full fine-tuning (Riicklé et al., 2020).

2.2.1 Subtask 1

Three transformers-based language models
(Vaswani et al., 2017) were considered for the
subtask 1 and fine-tuned on the causal news
corpus dataset. The models experimented are
BART (large) (Lewis et al., 2020), RoBERTa
(base and large) (Delobelle et al., 2020) with an
additional linear layer on top, RoOBERTa (base
and large) with adapter (Pfeiffer et al., 2020) and
a classification head. Adapters are small learnt
bottleneck layers inserted within each layer of a
pre-trained model to avoid full fine-tuning of the
entire model. The adapters framework enables
them to be small, and scalable, particularly in low



resource scenarios. It freezes all weights of the
pre-trained model so only the adapter weights are
updated during training. It activates the adapter
and the prediction head such that both are used in
every forward pass. As NLP tasks become more
complex and necessitate knowledge that is not
readily available in a pre-trained model (Ruder
et al., 2019), adapters will provide a plethora of
additional sources of relevant information that
can be easily combined in a modular and efficient
manner. We added a task-specific layer which
is a classification head adapter. RoBERTa with
classification adapter head and a linear layer added
on top of RoBERTa (base) performed better than
the BART-large model.

2.2.2 Subtask 2

Subtask 2 was modeled as a token classification
task in the lines of named entity recognition (Li
etal., 2020; Nadeau and Sekine, 2007) and parts-of-
speech tagging (Schmid, 1994; Voutilainen, 2003).
Each token of the cause effect sentence should
be labeled as either cause, effect, signal or other.
In the annotated data shared, span of text for
cause was between ARGO opening and closing
tags, span of text for effect was between ARG1
closing and opening tags and span of text corre-
sponding to signal enclosed between SIGO open-
ing and closing tags. The labeled annotations
were pre-processed to be written in the Inside-
Outside-Beginning (IOB) format (Ramshaw and
Marcus, 1999) to aid in the identification of the
sequences during inference. BertForTokenClassi-
fication model from BERT (base) (Devlin et al.,
2019) was used for obtaining the contextual em-
beddings for the token and trained to predict the
most probable label sequence. Since we saw a
slight boost in performance on using adapters, we
added a adapter head to ROBERTa (base) to predict
the label sequence. In spite of using IOB format
and contextual embeddings of BERT in modelling
the problem as token labelling task, inference of
predicted labels is difficult. A limitation that the
model has is, that it can make an incorrect predic-
tion in the middle of a cause/effect sequence or
predict a cause/effect token in the middle of O tags.
Few heuristics were employed to address the issue:

1. If a cause or effect sequence has a length lower
than 2, it is ignored.

2. If a token is being preceded by a beginning-

tag! and followed by either O’ (for other) or
the inside-tag 2, then the label is changed to
its corresponding inside-tag.

3. If a token is predicted as (other) *O’, the se-
quence length of O’ is less than 2, and is
surrounded by beginning and inside tags of
a single kind, then the label is changed to its
corresponding inside-tag.

4. If a token is predicted as a beginning or inside
tag of a kind, the whole sequence length is less
than 2 and is surrounded by beginning and in-
side tags of another category, then the current
category is changed to match the surrounding
labels.

3 Evaluation

3.1 Experimental Setup

We fine-tune pre-trained transformers: BERT,
BART and RoBERTa provided by huggingface 3.
The maximum sequence length for base models
was 256 and for 512 for large model. The learning
rate was le-4 and the models were fine tuned for
10 epochs for subtask 1 and 20 epochs for subtask
2. Adam optimizer was used with a dropout of 0.2
in each transformer layers. The train and validation
batch sizes are 8 and 4 respectively.

3.2 Results

Model R P F1

BART-large 0.85 0.81 0.84
RoBERTa-large+Adapter 0.82 0.84 0.83
RoBERTa-base+Adapter 0.87 0.86 0.87
RoBERTa-base+linear layer 0.86 0.83 0.84
Baseline 0.86 0.80 0.83

Table 2: Performance on Devset for subtask 1

Model R P F1
BERT+Adapter 0.056 0.023 0.032
Baseline 0.003 0.009 0.005

Table 3: Performance on Devset for subtask 2

Table 2 shows the performance of our trans-
former based models for subtask 1 on the dev data

'The beginning-tags could be B-E for effect, B-C for cause
and B-S for signal

The inside-tags could be I-E for effect, I-C for cause and
I-S for signal

3https://huggingface.co/docs/transformers



set. All the transformer variants have surpassed
the baseline scores. ROBERTa (base) with adapters
was our best-performing model. The slight im-
provement in precision and F1 scores for ROBERTa
(base) with adapters over RoBERTa base with lin-
ear layer could be because, in the adapters frame-
work, the adapters are added within each trans-
former layer while in the other approach, the linear
layer is added to the output of the last layer of
RoBERTa.

Table 3 shows the results obtained by using
adapter on BERT (base). the predictions were post
edited employing the heuristics discussed above.
The results have improved marginally over the base-
line model.

3.3 Error Analysis

While reviewing and analyzing the errors made
by our models, we discovered few patterns where
the models failed. Table 4 shows a few samples
that were misclassified for subtask 1. We observed
that the model fails to identify effects and causes
that are not explicit. For the first example in Ta-
ble 4, the effect is “attracted a motley crowd” and
the cause “the one-day fast”. The cause phrase
contains polysemous word “fast”, that could be
misleading. In the second example “raining bombs”
is a simile and in NLP tasks similies, idioms and
proverbs have always been tough to comprehend.
The model fails to identify phrases with length
of less than four words without signal words. To
check this further, we reordered the phrases in the
second example and added a signal. The modified
sentence we tested our model on was “Mondal was
hit by one of the bombs because both sides were
raining bombs on each other, Murshidabad dis-
trict magistrate Pervez Ahmed Siddiqui said”. This
sample does not change the meaning of the original
sentence, but is reorganised and the conjunction
is changed from a joining conjunction (‘and’) to a
causal one (‘because’) and the model could clas-
sify the modified sentence as a causal sentence.
False positives were also observed, the third and
fourth examples contained an event or action, but
the cause is not explicitly mentioned in the sen-
tences. These incorrect predictions are a result
of frequently encountering similar sentence struc-
tures in causal sentences. Longer sentences, having
multiple clauses were also misclassified as causal
sentences even when they are missing a cause of
effect for the same reason.
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Errors in subtask 2 were mainly because of in-
correct and inconsistent predictions of cause and
effect. The number of samples containing signals
are very few in the dataset and therefore not well
generalised by the model. As observed in Table 5,
either the complete sequence is not predicted, or
few tokens in the middle are incorrectly predicted.

4 Conclusion and Future Work

With the rapid growth in information from news
portals, automated solutions to analyse data and
draw inferences from the data play a pivotal role.
Our solution for the both the subtasks involved
adding an adapter layer which improves the per-
formance by avoiding full fine-tuning of the entire
model and instead adding additional newly initial-
ized weights at every layer of the transformer which
are trained during fine-tuning. Though the solu-
tions work well, they could be further improved
by using an ensemble model for subtask 1 and by
adding an LSTM (Hochreiter and Schmidhuber,
1997) and CREF (Ye et al., 2009; Huang et al., 2015;
Huang and Xu, 2015) on top of the contextual em-
beddings layer for proper alignment of tokens and
labels for subtask 2.

In our experiments on the causal news corpus
and on analyzing the misclassified samples we feel
that the models for both subtasks can also benefit
from having extra syntactic and semantic informa-
tion. For subtask 1, verbs and signal arguments like
conjunctions play a major role in determining if
the sentence is causal or non-causal. Similarly for
subtask 2, having part-of-speech tags information
for all the tokens along with contextual embed-
ding from BERT might work well. The current
models have good contextual representations, but
appending them with an extra embedding of the
main verbs, conjunctions and parts-of-speech tags
might steer the task inference in a better direction.
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