
Extended Multilingual Protest News Detection -
Shared Task 1, CASE 2021 and 2022

Ali Hürriyetoğlu
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Abstract

We report results of the CASE 2022 Shared
Task 1 on Multilingual Protest Event Detec-
tion. This task is a continuation of CASE 2021
that consists of four subtasks that are i) docu-
ment classification, ii) sentence classification,
iii) event sentence coreference identification,
and iv) event extraction. The CASE 2022 ex-
tension consists of expanding the test data with
more data in previously available languages,
namely, English, Hindi, Portuguese, and Span-
ish, and adding new test data in Mandarin,
Turkish, and Urdu for Sub-task 1, document
classification. The training data from CASE
2021 in English, Portuguese and Spanish were
utilized. Therefore, predicting document la-
bels in Hindi, Mandarin, Turkish, and Urdu
occurs in a zero-shot setting. The CASE 2022
workshop accepts reports on systems developed
for predicting test data of CASE 2021 as well.
We observe that the best systems submitted by
CASE 2022 participants achieve between 79.71
and 84.06 F1-macro for new languages in a
zero-shot setting. The winning approaches are
mainly ensembling models and merging data in
multiple languages. The best two submissions
on CASE 2021 data outperform submissions
from last year for Subtask 1 and Subtask 2 in
all languages. Only the following scenarios
were not outperformed by new submissions on
CASE 2021: Subtask 3 Portuguese & Subtask
4 English.

1 Introduction

We aim at determining event trigger and its argu-
ments in a text snippet in the scope of an event
extraction task. The performance of an automated
system depends on the target event type as it may
be broad or potentially the event trigger(s) can
be ambiguous. The context of the trigger occur-
rence may need to be handled as well. For in-
stance, the ‘protest’ event type may be synonymous
with ‘demonstration’ or not in a specific context.
Moreover, the hypothetical cases such as future
protest plans may need to be excluded from the
results. Finally, the relevance of a protest depends
on the actors as in a contentious political event only
citizen-led events are in the scope. This challenge
is even harder in a cross-lingual and zero-shot set-
ting in case training data are not available in new
languages.

We provide a benchmark that consists of four
subtasks and multiple languages in the scope of
the 5th Workshop on Challenges and Applications
of Automated Extraction of Socio-political Events
from Text at The 2022 Conference on Empirical
Methods in Natural Language Processing (CASE
@ EMNLP 2022) (Hürriyetoğlu et al., 2022).1

bgenfrhumil: To paraphrase: The work presented
1https://emw.ku.edu.tr/case-2022/, accessed on

November 13, 2022.

https://emw.ku.edu.tr/case-2022/


in this paper is a continuation of the work initi-
ated in CASE 2021 Task 1 (Hürriyetoğlu et al.,
2021) and consists in adding new documents in
already available languages, as well as adding new
languages to the evaluation data.

Task 1 consists of the following subtasks that en-
sure the task is tackled incrementally: i) Document
classification, ii) Sentence classification, iii) event
sentence coreference identification, and iv) event
extraction. The training data consist of documents
in English, Portuguese, and Spanish, while the eval-
uation texts are in English, Hindi, Mandarin, Por-
tuguese, Spanish, Turkish, and Urdu. Subtask 1
ensures documents with relevant senses of event
triggers are selected. Next, Subtask 2 focuses on
identifying event sentences in a document. Discrim-
inating sentences that are about separate events and
grouping them is done in Subtask 3 (Hürriyetoğlu
et al., 2020, 2022). Finally, the sentences that are
about the same events are processed to identify the
event trigger and its arguments in Subtask 4. In
addition to accomplishing the event extraction task,
the subtask division improves significantly the an-
notation quality, as the annotation team can focus
on a specific part of the task and errors in previous
levels are corrected during the preparation of the
following subtask (Hürriyetoğlu et al., 2021). The
significance of this specific task division is twofold:
i) facilitating the work with a random sample of
documents by first identifying relevant documents
and sentences before annotating or processing a
sample or a complete archive of documents respec-
tively; ii) increasing the generalizability of the au-
tomated systems that may be developed using this
data (Yörük et al., 2021; Mutlu, 2022).

The current report is about Task 1 in the scope
of CASE 2022. Task 2 (Zavarella et al., 2022) and
Task 3 (Tan et al., 2022b,a) complement Task 1
by evaluating Task 1 systems on events related to
COVID-19 and detecting causality respectively.

The following section, which is Section 2 de-
scribes the data we use for the shared task. Next
we describe the evaluation setting in Section 3. The
results are provided in Section 4. Finally, the Sec-
tion 5 conclude this report.

2 Data

We used the CASE 2021 training data as those for
CASE 2022.2 The CASE 2022 test data are the

2https://github.com/emerging-welfare/
case-2021-shared-task for CASE 2021

union of CASE 2021 test data and additional new
documents in both available and new languages.
The new languages are Mandarin, Turkish, and
Urdu.

The new document level data, which are used to
extend CASE 2021 data, were randomly sampled
from MOT v1.2 (Palen-Michel et al., 2022) 3 and
were annotated by co-authors of this report. Doc-
uments were annotated by native speakers of the
respective language. A single label was attached to
each document. The annotation manual followed
in the annotation process (Duruşan et al., 2022)
was the same as that used in CASE 2021. The to-
tal number of CASE 2022 documents with labels
is 3,870 for English, 267 for Hindi, 300 for Man-
darin, 670 for Portuguese, 399 for Spanish, 300 for
Turkish, and 299 for Urdu. Teams that developed
systems for Subtasks 2, 3, and 4 evaluated their
systems on CASE 2021 test data.

3 Evaluation setting

We utilized Codalab for evaluation of Task 1 for
CASE 2022.4 The evaluation for CASE 2021 was
performed on an additional scoring page5 of the
original6 CASE 2021 Codalab page. Moreover,
we launched an additional scoring page for CASE
2022 after completion of the official evaluation pe-
riod.7 Five submissions per subtask and language
pair could be submitted in total for CASE 2022.
The additional scoring phase of both CASE 2021
and CASE 2022 allow only one submission per
subtask and language combination per day. The
test data of CASE 2021 were shared with partici-
pants at the same time with the training data. But
the CASE 2022 evaluation data were shared around
two weeks before the deadline for submission. The
same evaluation scores that are F1-macro for Sub-
tasks 1 and 2, CoNLL-20128 for Subtask 3, and
CoNLL-20009 script for Subtask 4 were utilized.
and https://github.com/emerging-welfare/
case-2022-multilingual-event for CASE 2022.

3https://github.com/bltlab/mot
4https://codalab.lisn.upsaclay.fr/

competitions/7438, accessed on November 13, 2022.
5https://codalab.lisn.upsaclay.fr/

competitions/7126, accessed on November 13, 2022.
6https://competitions.codalab.org/

competitions/31247, which is not accessible due to
change of the servers of Codalab.

7https://codalab.lisn.upsaclay.fr/
competitions/7768, accessed on November 13, 2022.

8https://github.com/LoicGrobol/scorch, accessed
on November 13, 2022.

9https://github.com/sighsmile/conlleval, ac-
cessed on November 13, 2022.

https://github.com/emerging-welfare/case-2021-shared-task
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4 Results

Eighteen teams were registered for the task and
obtained the training and test data for both CASE
2022 and CASE 2021. Ten and seven teams sub-
mitted their results for CASE 2021 and CASE 2022
respectively. Seven papers were submitted as sys-
tem description papers to the CASE 2022 workshop
in total. The scores of the submissions are calcu-
lated on two different Codalab pages for CASE
202110 and CASE 202211. The teams that have
participated are ARC-NLP (Sahin et al., 2022),
CamPros (Kumari et al., 2022), CEIA-NLP (Fer-
nandes et al., 2022), ClassBases (Wiriyathammab-
hum, 2022), EventGraph (You et al., 2022), NSUT-
NLP (Suri et al., 2022), SPARTA (Müller and
Dafnos, 2022). We provide details of the results
and submissions of the participating teams for each
subtask in the following subsections.12

4.1 CASE 2022 Subtask 1

The results for CASE 2022 subtask 1 are provided
in Table 1. ARC-NLP finetune an ensemble of
transformer-based language models and use en-
semble learning, varying training data for each
target language. They also perform tests with au-
tomatic translation of both training and test sets.
They achieve 1st place both in Turkish and Man-
darin, 2nd place in Portuguese and 3rd to 5th
place in other languages. CEIA-NLP finetune
XLM-Roberta-base transformers model with all
the training data to achieve 1st place in Portuguese,
3rd or 4th places in other languages. ClassBases
achieve 1st place in Hindi test data finetuning XLM-
Roberta-large model, 5th or 6th places in other
languages.

CamPros finetune XLM-Roberta-base model
with all training data, and NSUT-NLP finetune
mBERT while augmenting the data by translating
different languages into each other.

10https://codalab.lisn.upsaclay.fr/
competitions/7126#results, accessed on Nov 14,
2022.

11https://codalab.lisn.upsaclay.fr/
competitions/7438#results, accessed on Nov 14,
2022.

12The results and system descriptions from participants that
did not submit a system description paper are provided as
well. This shows the capacity of the state-of-the-art systems
on our benchmark. These systems are provided with their co-
dalab names that are colabhero, fine_sunny_day, gauravsingh,
lapardnemihk9989, lizhuoqun2021_iscas.

4.2 CASE 2021 Subtask 1

The extended results for CASE 2021 subtask 1
are provided in Table 2. The boldness indicates
CASE 2022 entries. ClassBases finetune XLM-
Roberta-large transformers model to perform 1st in
Hindi and 2nd in Portuguese test data. They also
achieve 5th and 6th places in Spanish and English
respectively. Another team that submitted their
model to CASE 2021 test data is ARC-NLP, taking
5th, 8th and 9th places in Portuguese, Spanish and
English.

4.3 Subtask 2

The extended results for CASE 2021 subtask 2
are provided in Table 3. The boldness indicates
CASE 2022 entries. ARC-NLP train an ensemble
of transformers models using all training data to
achieve 4th, 5th and 7th places in Spanish, English
and Portuguese respectively. ClassBases finetune
mLUKE-base for Portuguese and Spanish placing
5th in both, XLM-Roberta-large for English taking
8th place.13

4.4 Subtask 3

The extended results for CASE 2021 subtask 3
are provided in Table 4. The boldness indicates
CASE 2022 entries. ARC-NLP achieve 1st place in
both English and Spanish, 2nd place in Portuguese.
They use an ensemble of English transformers mod-
els for English, Portuguese and Spanish test data.
They train with only English data and translating
Portuguese test data into English during model pre-
diction. For Spanish test data, they train with En-
glish, translated Portuguese and translated Spanish,
and test on translated Spanish data.

4.5 Subtask 4

The extended results for CASE 2021 subtask 4
are provided in Table 5. The boldness indicates
CASE 2022 entries. SPARTA employ two meth-
ods. Both of these methods build on pretrained
XLM-Roberta-large and use a data augmentation
technique (sentence reordering). For English and
Portuguese, they gather articles that contain protest
events from outside sources and use them for fur-
ther pretraining. For Spanish, they use an XLM-
Roberta-large model that was further pretrained on
CoNLL 2002 Spanish data. They take 1st place
both in Portuguese and Spanish, 3rd place in En-
glish.

13CamPros do not describe their model for subtask 2.

https://codalab.lisn.upsaclay.fr/competitions/7126#results
https://codalab.lisn.upsaclay.fr/competitions/7126#results
https://codalab.lisn.upsaclay.fr/competitions/7438#results
https://codalab.lisn.upsaclay.fr/competitions/7438#results


Team English Portuguese Spanish Hindi Turkish Urdu Mandarin
ARC-NLP 80.744 79.852 69.445 80.084 84.061 77.993 83.391

CEIA-NLP 80.773 80.071 73.193 78.176 82.434 77.654 77.634

CamPros 76.527 77.116 69.554 80.492 74.756 73.776 75.906

ClassBases 78.506 77.115 69.256 80.781 78.575 75.725 77.165

NSUT-NLP 80.625 73.027 64.457 56.717 67.027 65.557 75.457

fine_sunny_day 82.222 79.054 73.842 80.113 82.912 79.711 80.993

lizhuoqun2021_iscas 82.491 79.223 74.961 80.015 82.893 78.672 83.062

Table 1: The performance of the submissions in terms of F1-macro and their ranks as a subscript for each language
and each team participating in CASE 2022 subtask 1.

Team English Hindi Portuguese Spanish
ALEM 80.8210 N/A 72.9811 46.4713

AMU-EuraNova 53.4615 29.6611 46.4714 46.4713

DAAI 84.553 77.076 82.434 69.3110

DaDeFrTi 80.6911 78.773 77.2210 73.017

FKIE_itf_2021 73.9013 54.2410 62.3912 68.2011

HSAIR 77.5812 59.559 81.217 69.849

IBM MNLP IE 83.934 78.535 84.003 77.273

SU-NLP 81.758 N/A N/A N/A
NoConflict 51.9416 N/A N/A N/A
jitin 67.3914 70.498 52.2313 62.0512

ARC-NLP 81.359 N/A 81.735 72.428

ClassBases 82.306 80.781 85.392 73.485

colabhero 82.345 74.217 81.735 73.276

fine_sunny_day 85.002 N/A 80.748 82.451

gauravsingh 82.287 78.604 79.419 73.864

lizhuoqun2021_iscas 85.121 80.012 85.871 81.192

Table 2: The performance of the submissions in terms
of F1-macro and their ranks as a subscript for each
language and each team participating in CASE 2021
subtask 1. Bold teams indicate CASE 2022 entries.

Team English Portuguese Spanish
ALEM 79.679 42.7915 45.3015

AMU-EuraNova 75.6414 81.6111 76.3911

DaDeFrTi 79.2810 86.626 85.176

FKIE_itf_2021 64.9616 75.8113 70.4914

HSAIR 78.5011 85.068 83.258

IBM MNLP IE 84.564 88.473 88.612

IIITT 82.917 79.5112 75.7812

SU-NLP 83.056 N/A N/A
NoConflict 85.323 87.004 79.9710

jiawei1998 76.1413 84.679 83.059

jitin 66.9615 69.0214 72.9413

ARC-NLP 83.775 86.537 87.204

CamPros 77.9412 81.6310 83.697

ClassBases 81.128 86.835 87.105

fine_sunny_day 85.752 89.671 88.781

lizhuoqun2021_iscas 85.931 88.862 88.612

Table 3: The performance of the submissions in terms
of F1-macro and their ranks as a subscript for each
language and each team participating in subtask 2. Bold
teams indicate CASE 2022 entries.

ARC-NLP finetune an ensemble of transformers
models for each language. They use all training
data for Portuguese and Spanish, and only English
for English test data. They achieve 2nd place in
all languages. EventGraph aim to solve event ex-

Team English Portuguese Spanish
DAAI 80.404 90.236 81.836

FKIE_itf_2021 77.057 91.334 82.524

Handshakes AI Research 79.015 90.615 81.955

IBM MNLP IE 84.442 92.843 84.232

NUS-IDS 81.203 93.031 83.153

SU-NLP 78.676 N/A N/A
ARC-NLP 85.111 93.002 85.251

Table 4: The performance of the submissions in terms
of CoNLL-2012 average score Pradhan et al. (2014) and
their ranks as a subscript for each language and each
team participating in subtask 3. Bold teams indicate
CASE 2022 entries.

traction as semantic graph parsing. They use a
graph encoding method where the labels for trig-
gers and arguments are represented as node labels,
also splitting multiple triggers. They use the pre-
trained XLM-Roberta-large as their encoder. They
achieve 4th place both in English and Portuguese,
5th place in Spanish. ClassBases take 9th place in
all languages finetuning XLM-Roberta-base trans-
formers model.

Scores
Team English Portuguese Spanish
AMU-EuraNova 69.967 61.878 56.648

Handshakes AI Research 73.535 68.156 62.216

IBM MNLP IE 78.111 73.243 66.203

SU-NLP 2.5810 N/A N/A
jitin 66.438 64.197 58.357

ARC-NLP 77.832 73.842 67.992

ClassBases 46.889 12.529 37.099

EventGraph 74.764 71.724 64.485

SPARTA 76.603 74.561 69.861

lapardnemihk9989 72.186 70.985 64.834

Table 5: The performance of the submissions in terms
of F1 score based on CoNLL-2003 (Tjong Kim Sang
and De Meulder, 2003) and their ranks as a subscript for
each language and each team participating in subtask 4.
Bold teams indicate CASE 2022 entries.



5 Conclusion

The CASE 2022 extension consists of expanding
the test data with more data in previously available
languages, namely, English, Hindi, Portuguese,
and Spanish, and adding new test data in Man-
darin, Turkish, and Urdu for Sub-task 1, document
classification. The training data from CASE 2021
in English, Portuguese and Spanish were utilized.
Therefore, predicting document labels in Hindi,
Mandarin, Turkish, and Urdu occurs in a zero-shot
setting.

The CASE 2022 workshop accepts reports on
systems developed for predicting test data of CASE
2021 as well. We observe that the best systems
submitted by CASE 2022 participants achieve be-
tween 79.71 and 84.06 F1-macro for new languages
in a zero-shot setting. The winning approaches
are mainly ensembling models and merging data
in multiple languages. The best two submissions
on CASE 2021 data outperform submissions from
last year for Subtask 1 and Subtask 2 in all lan-
guages. Only the following scenarios were not
outperformed by new submissions on CASE 2021:
Subtask 3 Portuguese & Subtask 4 English.

We aim at increasing number of languages and
subtasks such as event coreference resolution (Hür-
riyetoğlu et al., 2022) and event type classifica-
tion(Hürriyetoğlu et al., 2021) in the scope of fol-
lowing edition of this shared task.

References
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Mutlu, Çağrı Yoltar, Burak Gürel, and Alvaro Comin.
2022. Global contentious politics database (glocon)
annotation manuals.

Diogo Fernandes, Adalberto Junior, Gabriel
da Mata Marques, Anderson da Silva Soares,
and Arlindo Rodrigues Galvao Filho. 2022. CEIA-
NLP at CASE 2022 Task 1: Protest News Detection
for Portuguese. In Proceedings of the 5th Workshop
on Challenges and Applications of Automated
Extraction of Socio-political Events from Text
(CASE 2022), online. Association for Computational
Linguistics (ACL).
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