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Abstract

Conversational bots have become non-
traditional methods for therapy among
individuals suffering from psychological
illnesses. Leveraging deep neural generative
language models, we propose a deep trainable
neural conversational model for therapy-
oriented response generation. We leverage
transfer learning methods during training
on therapy and counseling based data from
Reddit and AlexanderStreet. This was done to
adapt existing generative models — GPT2 and
DIALOGPT - to the task of automated dialog
generation. Through quantitative evaluation
of the linguistic quality, we observe that the
dialog generation model - DIALOGPT (345M)
with transfer learning on video data attains
scores similar to a human response baseline.
However, human evaluation of responses by
conversational bots show mostly signs of
generic advice or information sharing instead
of therapeutic interaction.

1 Introduction

Psychological and mental disorders, such as de-
pression and anxiety, are a growing concern world-
wide. About an estimated 5% of the global adult
population suffer from depression.! The National
Alliance on Mental Illness (NAMI) reports 1 in
5 adults in the U.S. were diagnosed with mental
health issues.?

Psychological ailments are complicated and chal-
lenging to diagnose and can manifest in an indi-
vidual, in any form, regardless of their age, race,
and gender. In extreme situations, lack of diagno-
sis and proper treatment can also be fatal.” How-
ever, only a fraction of the suffering individuals
seek proper treatment from a mental health profes-

"Institute ~ of  Health  Metrics and  Evalua-
tion - Global Health Data Exchange (GHDx),
http://ghdx.healthdata.org/gbd-results-tool ?params=gbd-api-
2019-permalink/d780dffbe8a381b25¢1416884959¢88b

Zhttps://www.nami.org/mhstats

sional due to the existing stigma surrounding men-
tal health. Additionally, the growing dearth in the
current clinical workforce also adds to the problem.
This impending crisis has led to a growing interest
in automated conversational bots as non-traditional
methods of receiving treatment for mental health
(Ali et al., 2020; Vaidyam et al., 2019). A major-
ity of the available conversational agents generate
responses based on predefined rules or tree-based
dialog flows, and may not be useful for therapeutic
counseling (Mousavi et al., 2021) due to shallow
and ineffective conversations (Abd-Alrazaq et al.,
2021). Recent developments in massive language
modeling through deep learning has resulted in suc-
cessful outcomes in natural language understand-
ing and generation tasks. Transformer architectures
like OpenAI’'s GPT-2 (Radford et al., 2019) have
been used in conversational modeling and dialog
generation with great empirical success (Zhang
et al., 2020; Wolf et al., 2019).

While deep neural learning has helped improve
the cognitive capability of these conversational
agents, training such chatbots for a particular task
require massive amounts of in-domain conversa-
tional data. Currently available massive pre-trained
models have been trained on a motley of web-
scraped articles and conversations on social me-
dia platforms (Devlin et al., 2018; Radford et al.,
2019) that may contain toxic and aggressive con-
tent (Anderson, 2015). Therefore, dialog mod-
els pre-trained on such text can often generate re-
sponses that are harmful and callous, making them
unsuitable for conversational psychotherapy (Pérez-
Rosas et al., 2018; Harrigian et al., 2021).

Existing research on neural response generation
has generated multiple data sets for evaluating di-
alog responses, however data related to mental
health counseling is very limited (Harrigian et al.,
2021; Pérez-Rosas et al., 2018). Additionally, a
majority of these data sets have been collected
through crowd-sourced human-human conversa-
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tions (Rashkin et al., 2019), video transcripts of mo-
tivational interviewing (Pérez-Rosas et al., 2018),
through text messaging (Gupta et al., 2020), etc.
Mental health and psychological counseling data
is sensitive with limited access and availability —
restricting the improvement of dialog agents in the
domain of psychotherapy counseling.

This study leverages existing generative archi-
tectures like the DialoGPT (Zhang et al., 2020),
an open-domain dialog model based on OpenAl’s
GPT-2 (Radford et al., 2019), for therapeutic con-
versational modeling for mental and emotional sup-
port. We additionally explore model fine-tuning
through transfer learning on therapy counseling
videos for therapy-based response generation (Wolf
et al., 2019). For pre-training and fine-tuning, we
use Subreddit threads that contain submissions on
therapy and counseling, mental disorders and ail-
ments (De Choudhury and De, 2014; Sharma et al.,
2020), and transcripts of English therapy and coun-
seling videos from AlexanderStreet website. Se-
lecting the top models through a metric-based quan-
titative evaluation (Sedoc et al., 2019), we perform
a task-based effectiveness study through human
evaluation setup.

2 Related Work

While conversational agents have been used for
multiple reasons, one major area of application is
the diagnosis and treatment of psychological ill-
nesses. From the first simple conversational agent
ELIZA developed in 1966 by Joseph Weizenbaum
to act as a Rogerian psychotherapist, current chat-
bots have undergone major improvements with the
advancements in the field of artificial intelligence
(AI) like natural language processing (NLP) and
machine learning (ML) (Sharma et al., 2017).

2.1 Therapy-based Conversational Systems

Chatbots can generate human-like social and emo-
tional responses, however the effectiveness of such
automated agents have not been thoroughly inves-
tigated. Previous researchers have examined the
key considerations and usefulness for incorporat-
ing conversation Al in psychotherapy (Miner et al.,
2019; De Gennaro et al., 2020; Pham et al., 2022).
Pacheco-Lorenzo et al. (2021) study review how
smart conversational agents have been used to de-
tect neuropsychiatric disorders by researchers — of
which, (Mallol-Ragolta et al., 2019; Tsai and Lin,
2018) applied deep neural learning models for psy-

chiatric oriented response generation. Vaidyam
et al. (2019) also report studies showing the poten-
tial of conversational agents in psycho-education
and self-adherence. Most of the systems like (Bick-
more et al., 2010b,a; Tielman et al., 2017a,b) used
three-dimensional setups or interfaces to interact
with the users.

Zhang et al. (2020) proposes DIALOGPT, a
large-scale, tunable conversational model trained
and fine-tuned on Reddit conversational threads.
The model was built using OpenAI’s GPT-2 archi-
tecture as the base model (Radford et al., 2018,
2019). To better tune a massive generative model
for task-specific performance, (Wolf et al., 2019)
used an architecture called TransferTransfo to fine-
tune the transformer-based BERT model on conver-
sational data for the ConvAlI2 challenge. (Huang
et al., 2020) present a graph-based automated co-
herence metric for evaluating open-domain didactic
conversations. Sedoc et al. (2019) combines mul-
tiple popular metrics like lexical diversity, BLEU
scores, mean cosine similarity between generated
and ground-truth responses, system perplexity, etc.
into an evaluation tool called ChatEval.

2.2 Psychotherapy Dialog Datasets

Pérez-Rosas et al. (2018) proposes a novel dataset
that consists of high and low quality counseling
conversations collected from publicly available
sources. Along with collection procedure the au-
thors also describe the annotation procedure in-
volving counseling skills like reflective listening
and questioning. Harrigian et al. (2021) analyze
the state and impact of social media resources as
data for mental health research. Such sources like
Reddits have been used in systems proposed by
(Sharma and De Choudhury, 2018) and (Sharma
et al., 2020) for studying empathy in human-human
conversation threads. Researchers in (Rashkin
et al., 2019) and (Mousavi et al., 2021) have pro-
posed corpora on empathetic and therapeutic di-
alogs collected through real-life human-human con-
versations. Rashkin et al. (2019) uses crowdsourc-
ing for building the corpora, while conversations
between therapists and human participants are used
by Mousavi et al. (2021) in their study. The au-
thors in (Campillos-Llanos et al., 2020) address
the task of varied terminologies and ontologies in
medical domain by designing a knowledge-based
patient record model using frame- and rule-based
approach and terminology-rich resources like struc-
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tured thesauri with linguistic, terminological and
ontological knowledge. Similar task of term-based
adaptivity in the clinical domain was also studied
by Nirenburg et al. (2008), who used a multi-agent
network model as a solution.

3 Data Collection

To train and incorporate the attributes of therapy
in conversation - we collect the data by scraping
Subreddit threads on mental health and transcripts
of videos on psychotherapy and counseling. We
extract the conversations about mental health and
therapy from online sources and platforms such as
Reddit (Baumgartner et al., 2020) and Alexander
Street Press.’

3.1 Mental Health Subreddits

Reddit (www.reddit.com) is an online plat-
form that hosts multiple sub-communities or sub-
reddits where people share their comments and
views through posts and comments. Prior re-
search (Sharma et al., 2020; De Choudhury and De,
2014; Sharma and De Choudhury, 2018) has pro-
posed the use of Reddit to facilitate conversations
and support for mental health and wellness through
different subreddits like depression, anxiety, ther-
apy and counseling, etc. In this study, we collected
a total of 68,835 posts and 809,646 comments from
mental-health related subreddits. These publicly
available subreddit threads have been curated and
used in previous research for mental health and
empathetic textual modeling. We use the Pushshift
Reddit API to periodically scrape Reddit for the
data.*

We followed the pre-processing steps outlined
by Zhang et al. (2020) to prepare our scraped sub-
reddit submission data. These include removal of
submissions — (a) with a URL in source or target,
(b) not containing at least one of the most frequent
English words (like "the", "a", etc.), (c) empty or
upvoting comments, (d) with less than five words or
more than 200 words. To convert the thread-based
structure (posts and comments) to a conversational
dialog-like input, we model them as tree-structured
reply chains (Zhang et al., 2020). Table 1 shows
the statistics of the data collected. The subred-
dits scraped can be divided to the following broad
categories based on (Sharma and De Choudhury,
2018): (a) Coping and Therapy (C-Th): 7Cup-

*https://video.alexanderstreet.com/
“https://github.com/pushshift/api

sofTea, Existential_crisis, getting_over_it, Grief-
Support, helpmecope, hardshipmates, HereToHelp,
itgetsbetter, LostALovedOne, offmychest, MMFB,
Miscarriage, reasonstolive, SuicideBereavement,
therapy; (b) Mood Disorders (MD): depression, de-
pressed, lonely, mentalhealth; (c) Psychosis and
Anxiety (P-An): anxiety, BipolarReddit, socialanxi-
ety; and (d) Trauma and Abuse (Tr-A): abuse, sur-
vivors, Anger, emotionalabuse, PTSDcombiat.
Training setup. We used the subreddit data to
fine-tune the GPT-2 (345M) model and it served as
a baseline. This was done because we compared
its performance with the DialoGPT model (Zhang
et al., 2020), which has already been trained on a
huge Reddit dump. We discuss the models in detail
in Section 4.

3.2 Psychotherapy Videos

Alexander Street Press is a website with a large
collection of video transcripts and video recordings
of therapy and counseling sessions on topics like
depression, abuse, trauma, mental disorders, etc.
The video transcript dataset was collected from the
Counseling and Therapy channel on the website.
Of the 2,253 videos on the channel, we extracted
videos on counseling and therapy training sessions.
Collecting only sessions recorded in English rang-
ing from the years 1980 to 2018, the collected set
consists of 1,284 videos and transcripts. We re-
moved some short-length non-informative videos,
the final set has 1,130 video transcripts with a total
of 180,765 dialog turns. After cleaning the data to
remove unicode characters, pauses, etc., the data
consists in total 2,914,307 words with a vocabulary
size of 30,438.

Training setup. We divide the set of video tran-
scripts into different subsets, with 80% for training
(904 videos), 10% for development (112 videos)
and hyperparameter fine-tuning, and 10% for test-
ing (114 videos).

3.3 Independent Test Data

To further evaluate, the performance of the dialog
generation models, we built an independent con-
versational dataset by collecting responses from a
different source. This is an out-of-domain dataset
of synthetic human-human conversations. The Em-
pathic Conversation dataset was created by collect-
ing 25 conversations written by a group of research

Shttps://alexanderstreet.com/
®https://video.alexanderstreet.com/channel/counseling-
and-therapy-in-video
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Figure 1: The schematic of the model training and dialog response generation

Category | Collected Posts | Filtered Posts | Comments | Avg. CL | Vocab Size
C-Th 49,426 38,750 625,149 16.13 102,458
MD 6,000 3,519 37,350 10.61 28,833
P-An 3,048 1,925 31,112 16.17 28,116
Tr-A 10,361 6,758 116,035 17.17 56,542

Table 1: Statistics for Scraped Subreddit Data. Avg. CL: Average Conversation Length or Number of Turns in

Conversation, Vocab Size: Vocabulary Size

scientists, post-doctoral scholars and doctoral stu-
dents for a given set of empathic prompts corre-
sponding to stress inducing situations like health,
work, trauma or abuse (Zhang et al., 2019; Du et al.,
2018). The group consisted of 5 participants, each
of whom wrote 5 conversations. Each conversa-
tion consisted of a total of 5 or more utterances.’
The average conversation length was 7.2 utterances
with each utterance has an average of 12.3 words.

4 Model

4.1 Model Architecture

We use the Generative Pretrained Transformer
(GPT-2) (Radford et al., 2019) architecture as our
baseline model. The massive pre-trained generative
language models like GPT-2 can generate realistic
looking text from a given prompt (Radford et al.,
2019) — but the text may be noisy or unrelated to the
nature of the task (Wolf et al., 2019). This becomes
more challenging in the case of automatic coherent
response generation during didactic conversations.
The other baseline, Zhang et al. (2020)’s DialoGPT
was trained (fine-tuning and training from scratch)

7 An uninterrupted sequence of words spoken in a speech
is an utterance.

on subreddit threads to capture task-oriented dia-
logue generation.

Additionally, to adapt the model for specialized
textual content, like therapeutic counseling, we
need to build a generative system that is more goal-
oriented, topical and coherent. While fine-tuning
has been widely used for domain adaptation - the
technique may not be adequate for our task for two
main reasons — (a) the nature of the dataset we use
for training/fine-tuning our base models is different,
video transcripts vary in nature from community
posts like Reddit (DialoGPT) and general web text
pages (GPT-2), and (b) dialog response generation
tasks combines multiple linguistic aspects such as
co-reference resolution, common-sense knowledge,
and long-range dependency. Therefore, following
the technique proposed by (Wolf et al., 2019), we
add transfer learning during fine-tuning the pre-
trained baseline models for our dialog generation
task. The experimental setup and details are further
explained in the following sections.

41.1 GPT-2

OpenAl’s GPT-2 (Radford et al., 2019, 2018) is a
large transformer-based network trained on web-
scraped textual content (8 million pages of web-

288



text). The generative pre-trained architecture is
based on transformer decoder-only blocks with at-
tention modeling (Vaswani et al., 2017) and has
outperformed previous state-of-the-art approaches
on natural language understanding based tasks. Of
the three model configurations, we use the GPT-2
medium (345M, 24, 1024, 64)® The models use
byte-pair encoding (BPE) scheme (Sennrich et al.,
2015) to encode the input text allowing the architec-
ture to handle a wider range of vocabulary. Since
the GPT-2 model was trained on web text, we pre-
train a baseline model on the collected subreddit
data.

4.1.2 DialoGPT

Zhang et al. (2020) proposes the DialoGPT model
that adapts the GPT-2 (Radford et al., 2018) for
dialog generation. The implementation of the Di-
aloGPT architecture along with the pre-trained
models have been provided by (Zhang et al., 2020).
In our implementation, we use the DialoGPT model
based on a PyTorch adaptation made available by
the HuggingFace team.’ The model was trained on
147M multi-turn dialogue from Reddit discussion
thread, collected over a span of 2005 to 2017.

4.2 Model Fine-tuning

Retraining the pre-trained models is necessary to
condition the model for dialog generation — fine-
tuning the generative architecture produce stylisti-
cally and linguistically better content from a given
prompt (Das and Verma, 2020). We use the Python
implementation of the GPT-2 models made avail-
able by OpenAI'?

The traditional fine-tuning experiment on the
video transcripts and Reddit threads resulted in
two sets of models. We fine-tune the GPT2 model,
pre-trained on subreddit threads, on the psychother-
apy training videos. Since DialoGPT was already
trained on a huge dump of Reddit data, we only use
the video transcripts for fine-tuning it. Therefore,
we have two sets of models as a result of tradi-
tional fine-tuning. Here, the transformer model
size varies from small, medium, and large, here we
focus on the medium (345M) size of the generative
models. The set of fine-tuned models to evaluate:

8We report the model configurations in the following or-
der: Model-name (number of parameters, number of layers,
embedding dimension, batch size/GPU)

*https://huggingface.co/docs/transformers/model_doc
/dialogpt

https://github.com/nshepperd/gpt-2

(a) GPT2 (345M)-FT-V, and (b) DialoGPT (345M)-
FT-V.!! The batch size and the learning rate were
chosen based on the computation capability of the
A100-SXM4 GPUs used to fine-tune the models.

4.3 Fine-tuning with Transfer Learning

We use the TransferTransfo architecture proposed
by Wolf et al. (2019) for the Conversational Intelli-
gence Challenge 2'? (ConvAI2). TransferTransfo
uses the multi-layer transformer encoder model
GPT-2 (Radford et al., 2018, 2019) along with po-
sitional and segment embeddings extracted from a
set of dialog conversations to incorporate speaker
personality into conversations. The architecture
uses transfer learning to adapt a content generation
model like GPT-2 to a dialog generation task.

We use a similar setup for our transfer learning
approach during the fine-tuning step. Using the
pre-trained GPT-2 and DialoGPT (Radford et al.,
2018; Zhang et al., 2020) as the base models, we
fine-tune the language models on the collected
therapy-specific conversation data from Reddit and
AlexanderStreet. Unlike the original model, we re-
move the persona inputs, but keep the conversation
history of a pre-specified fixed sequence length.
Additionally, similar to Wolf et al. (2019)’s imple-
mentation, we combine the ‘gold’ human response
(or correct response) as well as sampled ‘distractor’
response from the dataset. The distractor responses
are actually randomly chosen responses from dif-
ferent conversation sequences in the dataset. The
combined set of inputs (conversation history, gold
response, and distractor response) are then used to
create the set of input embeddings using the GPT-2
tokenizer model. The model schematic has been
shown in Figure 2. To learn a global representation
of the given context (nature of dialog conversa-
tions), we use a double headed model implemen-
tation called OpenAIGPTDoubleHeadsModel,"3
trained using a multi-task loss function that models
both the generative and predictive loss functions.

To adapt the process of transfer learning for
our purpose, we take a sequence of N = 5 sen-
tences during training as conversation history. The
N + 1-th response is added as gold response and
randomly sampled a distractor response from the
utterances from other conversations. The Ope-
nAl’s DoubleHead GPT2 Language Model was

HET - Fine-tuning based, V - Video
Phttp://convai.io/

Bhttps://huggingface.co/docs/transformers/
model_doc/gpt2#transformers.GPT2DoubleHeadsModel
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Figure 2: Transfer Learning Architecture

used for tokenization and embedding the inputs.
Using the medium (345M) configuration for our
evaluation models, we evaluate the following mod-
els for performance — (a) GPT2 (345M)-TL-V and
(b) DialoGPT (345M)-TL-V.!* Similar to the fine-
tuning, DialoGPT is fine-tuned using only video
data, while GPT-2 baseline model was used after
pre-training on the collected subreddit data.

4.4 Generation Methods

The most popular and widely used decoding tech-
niques for text generation include top-k sampling,
greedy decoding and beam search (Das and Verma,
2020). Of these, top-k sampling (Holtzman et al.,
2019) has shown the best results for coherent long-
form text generation. We select the value of k£ as
10 in our experiments. The softmax temperature ¢
was chosen as 1.0, which is the default value.

Greedy decoding is also not a good decoding al-
gorithm often generating incoherent textual content.
Beam search (BS) method of sampling improves
upon greedy sampling by selecting k£ most proba-
ble responses at each step of decoding the output
and finally repeats the step iteratively until the most
probable sequence is selected. Here, & is the beam
length. DialoGPT models with 345M parameters
and beam search of length 10, showed the best re-
sults (Zhang et al., 2020) in comparison to top-k
sampling method.

TL - Transfer learning based, V - Video

4.5 Experiments and Evaluation

4.5.1 Experimental Setup

We evaluate the performance of the GPT-2 and Di-
aloGPT models (Zhang et al., 2020; Radford et al.,
2018, 2019) on the dialog response generation task
with the goal of therapeutic counseling. Based on
computational ease and prior performance (Das and
Verma, 2020; Zhang et al., 2020), we select the gen-
erative model with the medium size with 345M
parameters to demonstrate the findings for the
task. Finally, we also test two decoding/sampling
techniques — top-k and beam search, we set k and
the beam length to 10 in both cases. This was cho-
sen empirically through a hyperparameter tuning
setup.

We fine-tune our models on a single A100-
SXM4 GPU and select the training epoch size as
10'3 for both sets of models. The batch size and
initial learning rate for the fine tuning experiments
are chosen as 16 and 2¢7°. As used by Zhang
et al. (2020) for their implementation, we use the
Noam learning rate (selected based on validation
loss) scheduler with 2000 warm-up steps.'® For
an accelerated training of the DialoGPT models,
(Zhang et al., 2020) first compress the training data
to a lazy-loading file type for faster loading during
fine-tuning. We convert our datasets (video and red-
dit conversations) to an HDF5 file format to reduce
computation load and accommodate GPU memory
limitations. For the transfer learning setup, we use

Schosen through hyperparameter tuning on held-out devel-
opment dataset

1https://docs.allennlp.org/main/api/training/learning_rate
_schedulers/noam/
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Figure 3: Quantitative Evaluation Setup

the 6.25¢7° as the learning rate with Adam opti-
mizer and PiecewiseLinear as the rate scheduler.
We use the same number of epochs for fine-tuning
the models with transfer learning. For the GPT2
model, the fine-tuning setup without the transfer
learning took about 27 hours on the GPU, and
with transfer learning the fine-tuning took approxi-
mately 38 hours. The traditional fine-tuning of the
DialoGPT model took an average of roughly 34
hours and with transfer learning it took about 49
hours.

4.5.2 Evaluation Metrics

The ChatEval toolkit (Sedoc et al., 2019) is a col-
lection of automatic quantitative metrics used for
evaluating standard machine translation task per-
formance. Using the metrics toolkit, we report the
following: (a) Lexical diversity (Distinct-n): The
number of unique n-grams in the models’ response
normalized by the token length. We consider the
value of n = 1,2, (b) Average cosine-similarity
between the word embedding vectors of a gener-
ated response with the ground-truth human written
response. We use a Word2Vec model trained on the
conversation data to create the embedding vectors,
(c) Sentence average BLEU-2 score. Additionally,
we also report the average length of the generated
responses.

5 Results

We discuss in detail the qualitative and quantitative
evaluation metrics and performance of the differ-
ent generative language models for therapy-based
dialog response generation. We show our evalua-
tion setup in Figure 3. We first perform a quanti-

tative metric-based evaluation on an in-domain
test dataset of therapy videos. The test dataset
for model evaluation consists of 114 videos col-
lected from AlexanderStreet Therapy and Coun-
seling training videos. The dataset has a total of
18,237 dialog utterances and 312,276 words. To
compare the generated response with the test refer-
ence set, we select conversation length of at least
5 utterances as the maximum sequence length for
the next utterance generation. Given a sequence
of N responses, the generated N + 1*" response
is compared to the corresponding human response
in the original conversation. Here, we evaluate
the model performance for a single utterance given
a prompt. For calculating the HUMAN system
metrics, we created a held-out subset of 50 con-
versations to calculate the metrics. These 50 con-
versations were selected from the AlexanderStreet
video test dataset. We calculate the metrics by us-
ing the N-th response from these conversations
and comparing them with the human ground truth
response.

For the qualitative and task-based effective-
ness analysis, we selected responses generated by
the top three models from the quantitative evalu-
ation, and showed them to our psychotherapy do-
main experts to judge. We further calculate the
inter-annotator agreement between two judges to
measure the effectiveness of the systems and their
feasibility in automated therapy-based counseling.

We present the scores of the automated quantita-
tive metrics provided by the ChatEval tool (Sedoc
et al., 2019) on the video test dataset in Table 2.
The different metric scores are denoted by "Vid."
in the table. We see that the DialoGPT model usu-
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ally scores closer to the human response baseline
scores. With transfer learning on the video data,
the scores like BLEU-2 and Distinct-uni and bi-
grams in the generated responses are relatively
higher — even than the human baselines. Beam
search also shows to generate responses with im-
proved BLEU and Distinct-n scores. As explained
in (Zhang et al., 2020), we also conclude that typ-
ically ‘higher’ scores from the generative models
do not mean that these systems generate responses
largely better in quality than human speakers. The
quantitative evaluation is a measure of semantic dis-
tance between a set of preceding responses and the
generated content. So, a higher automatic BLEU-2
score shows a lower semantic distance and thus
provides an understanding of the model’s perfor-
mance with respect to human baselines. Based
on the models’ performance across the Video test
dataset, we see that DialoGPT is the best model
with techniques like transfer learning and beam
search decoding helping in achieving better quanti-
tative scores overall.

5.1 Additional Evaluation

We also compare the quantitative evaluation met-
rics on the independent dataset described in Sec-
tion 3. The results on the independent synthetic
Empathic conversation data have been summarized
in Table 2 under "Emp". Although the quantitative
scores are typically lower in this case, due to the
shorter nature of the conversations, we see a sim-
ilar trend in the model performance — DialoGPT
fine-tuned with transfer learning and beam search
decoding generated responses that score quantita-
tively higher compared to other models.

Based on the results shown in Table 2, we se-
lect the top three dialog-based generative systems
for our human evaluation setup. The three mod-
els selected were — DialoGPT-BS (beam search),
DialoGPT-topk, and GPT-2-BS — all the models
trained using the transfer learning (TL setup).

5.1.1 Human Evaluation

We evaluate the performance of dialog generation
models based on qualitative scores to measure the
linguistic and task-based effectiveness of the gen-
erated samples. We sample a set of 10 source
statements from Therapy and counseling videos
on AlexanderStreet. Each of these prompts belong
to a psychotic stressor-inducing situation like ad-
diction, alcohol consumption, cyberbullying, etc
(Zhang et al., 2019; Du et al., 2018). To anonymize

the system names and to remove any existing bias,
we refer to them as Systems A, B, and C respec-
tively. Given a starting conversation prompt, each
system generates the statement in response to the
prompt — generating a total of 30 samples to be
evaluated.

We present the samples to two judges — a psychi-
atrist and a psychologist, experts in psychotherapy
and acquainted with the required resources for the
evaluation. For every stressor situation, we present
three generated conversations to each judge to help
them compare the context across all three systems.
The average length (i.e., the number of utterances)
of each generated conversation was 5 — we choose
to present longer conversations to ensure the judges
have more context and content and look at the con-
versation more globally before making a decision
— instead of evaluating the system at a single utter-
ance generation level (Zhang et al., 2020).

The qualitative metrics used to measure the thera-
peutic effectiveness were taken from a standard set
of assessment questions used to score psychother-
apy resident performance — (a) Communication:
Did the bot ask any relevant questions to under-
stand the situation — reason for session, sugges-
tions, response of patient, plans for future, etc.?
(b) Basic Psychotherapy Skills: Which conversa-
tion showed the signs of basic psychotherapy skills
like active listening, open-ended inquiries, restate-
ment/reflection/summarization, empathy? (c) Over-
all Psychotherapy Competence: Which conversa-
tion would you say is better on overall psycho-
therapeutic competence? Each sample is rated us-
ing Likert scale-based system from 1 to 5 for each
metric, with 1 denoting the conversation as ‘Not
effective at all’ and 5 being ‘Extremely effective’.

We calculated the Inter-Annotator Agreement
scores using both Cohen’s x and Krippendorff’s
a, with 0.286 and 0.34 respectively — this demotes
fair agreement between the judges. Although we
observe a strong preference for the DialoGPT gen-
erated responses — the judges comment on the
unhealthy and non-therapeutic advice from the
chat agents, typically discouraged in psychotherapy
practice, indicating the need for further improve-
ments in automated psychotherapy. Such an ex-
ample has been shown in Table 5 in the Appendix
Section. The skewness in the scores could also
mean the confusing nature of the conversations
causing the judges to not fully comprehend the ac-
tual purpose of the bot. Along with some sample
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Method Type | BLEU-2 (%) | Dist-1 (%) Dist-2 (%) Avg. Len. Cos. Sim.
Vid. | Emp. | Vid. | Emp. | Vid. | Emp. | Vid. | Emp. | Vid. | Emp.
_ 714 | 834 |83 |91 | 114|143 |74 |83 0412 0586
gPTl;z(MSM)' FT | 802 |968 |78 |82 |172|127 |62 |76 |0507 | 0.632
p- TL | 11.17 | 10.03 | 9.1 |87 | 168|152 |81 | 102 | 0.618 | 0.643
i 685 |7.05 |95 |83 | 142|156 |74 |78 0603 ] 0587
(B}gT'z(345M)‘ FT | 10.73 | 896 | 104 | 109 | 147 | 184 |95 | 9.1 | 0.702 | 0.732
TL | 10.18 | 1176 | 13.7 | 96 | 176 | 157 | 88 |93 | 0.674 | 0.613
. ; 904 | 934 |74 |63 |89 | 113 |81 |83 05050519
EIE‘_IEGPT(MSM)' FT | 12.03 | 1261 | 113 |97 | 133 | 149 |90 | 10.1 | 0.640 | 0.678
p TL | 1683 | 17.71 | 151 | 74 | 164 | 17.7 | 10.6 | 11.4 | 0.719 | 0.701
. - 906 1913 |92 |79 |192]203 |87 |94 |0752]0.658
glsaIOGPT(MSM)' FT | 13.16 | 12.02 | 154 |91 | 23.0 [ 265 |92 | 103 | 0.730 | 0.771
TL | 1631 | 17.15 | 183 | 103 | 25.7 | 288 | 11.4 | 102 | 0.683 | 0.662
HUMAN ; 12.19 | 1043 | 149 | 158 | 412 | 332 | 73 | 11.6 | 0.801 | 0.726

Table 2: Evaluation Results on the AlexanderStreet Video test dataset (Vid.) and Empathic Conversation dataset
(Emp.). Here, BS - Beam Search, TL - Transfer learning based, FT - Fine tuning based, Dist-1 - Distinct - 1, Dist-2 -
Distinct-2, Avg. Len. - Average Length and Cos. Sim. - Cosine Similarity.

conversations, we also include an example of the
human evaluation template used for judging in the
Appendix.

6 Conclusion

We propose a novel technique to adapt existing
open-domain pre-trained generative models, Di-
aloGPT (dialog-based) and GPT-2, for therapeutic
conversation modeling. To fine-tune the model to
the specific task of didactic conversations, we use
a transfer learning technique to model aspects of
therapist-patient counseling extracted from therapy
video transcripts. On existing automated quantita-
tive evaluation metrics, DialoGPT performed better
than the GPT-2. Furthermore, a task-based effec-
tiveness evaluation by human judges of the gener-
ated samples show that the models, pre-trained on a
subsequently larger content of Subreddit data, gen-
erate responses with unhealthy advice or generic
information usually discouraged in traditional ther-
apeutic counseling. This indicates the need for fur-
ther improvements in automated therapy counsel-
ing like domain-specific clinical and therapy data.

7 Future Work

We used a subset of the massive Reddit community
to train our models — but there exists a large number
of subreddit threads like r/therapy, r/askatherapist,
r/schizophrenia, etc., that can capture contents and
discussions on psychotherapy and psychosis. Inclu-
sion of a variety of mental health related content

will enrich our conversational model incrementally.
Our primary goal is to build an automated system
that can provide therapeutic guidance and advice to
individuals through conversation. The usefulness
of such a bot-based therapist is the accessibility,
availability, and convenience of a conversational
assistant during emergencies. Therapist-patient
conversational transcripts have not been used in
previous Al-based bots and is a novel contribution
of this study and using further sophisticated post-
processing and abstraction techniques will help
alleviate the problems the bot is suffering from.
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Role

Response

Human | Hello! T have been feeling very down lately.
System Was there anything you do for fun or anything
¥ you enjoy doing or interests hobbies.
Yeah, like diving. We actually me and Lisa we
went to Hawaii a couple weeks ago.
Human | I guess she wanted to pull me out of this funk.
She saw it coming and wanted to do
something that we both love.
System | Did you feel better.
No. No. I just I don’t know. This time it just didn’t help.
Human | And that really scares me. Couldn’t even I didn’t even
end up actually diving while I was there. Stayed on the boat.
Maybe you need to find something new to do to bring you joy.
System | Maybe try some new activities or maybe take on a new hobby.
Do you have any ideas?
Table 3: Conversation with a DialoGPT trained through
Transfer Learning on Video transcripts to assess depres-
sion
Role Response
Human | Hi. I wanted to talk about something .
System | Sure! What would you like to talk about?
I experienced some recent losses...
the loss of my mother about a year ago,
Human just over a year ago.. then the loss of my partner in September.
My father also moved to a home. So, really, uh,
an enormous amount of loss to cope with, to have to deal with in,
in a relatively short time.
System | That sounds very difficult. Can you tell me more?
Human My mother pass'ed 'away so quickly and unexpectedly...
I cannot deal with it
I’'m so sorry to hear that. Losing a loved one
is never easy, no matter how long they’ve been gone.
You may find it helpful to talk to someone about
System | how you’re feeling, or to write down your thoughts and feelings.
There are also support groups
available for people who have lost a loved one.
Don’t hesitate to reach out for help if you need it.
Table 4: Conversation with a DialoGPT trained through

Transfer Learning on Video transcripts to counsel loss
in family
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Prompt #1: Addiction Counseling

Human: Hello. How are you?

System A: Hi there! How can | help you today?

Human: How are you today?

System A: I'm feeling great today. How about you?

Human: Hmm, | don't even know.

System A: That's okay! Every day is a new opportunity for new experiences.

Mat
effactive at Modarately Wary Extramaly
all effective effective effective
Communication o] @] @] @] @]
Basic Psychotherapy O O O O O
Skills
Overall Psychotherapy O O O O O

Competence

Any additional comments

Human: Hello. How are you?

System B: I'm doing well today. How are you?

Human: Well | know that we rmet for the first time last week and, you know, we talked about a
lot of stuff and -- | think most of - you know, we were talking about, you know, my drug use.
System B: Yes, | remember that we talked about your drug use. What would you like to talk
about today?

Human: | don't even know.

System B: I'm sorry to hear that! | am here if you need me.

Mot
effective at Slightly Moderately Wary Extramely
all effective effective effective effective
Communication O O O O O
Basic Psychotherapy
Skills o o o o o
Overall Psychotharapy o) 0 0 0 0

Competence

Figure 4: Sample Questionnaire



Role

Response

Human

System

Human

System

Human

System
Human
System

Human

System

Hi! I am here seeking help with my past history with various substances and alcohol.
I drink sometimes. Alcohol, beer, vodka. Personal favorite is rum.

Okay. About... How often when you say you drink?

I mean, I used to drink uh... more often. Uh. ..
Like, you know, three times a week, when I've tried to cut back.

How about marijuana? Have you ever used marijuana?

Before. I mean I've... I’ve tried. It wasn’t really my thing though.
the last time I used marijuana was couple of years ago...

Okay. How about other drugs?
No not much.
Okay. So marijuana and alcohol are the only two substances you’ve tried?

Yes

All right. Well, from what you’ve said it sounds like you’re trying to cut back on your drinking.

That’s really good. You're taking steps to improve your health and that’s important.

As far as marijuana goes, it sounds like you’ve tried it before and it wasn’t really your thing.

That’s okay. Not everyone likes marijuana.

There are plenty of other things to try out there. If you ever want to try marijuana again,
there are plenty of ways to do so safely. But if you’re not interested, that’s perfectly fine too.

Thanks for talking with me.

Table 5: Conversation with a DialoGPT trained through Transfer Learning on Video transcripts to counsel Opioid

Use Disorder. This is a negative example.
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